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Abstract—Legacy systems are usually made of two kind of artifacts: source code and databases. Typically, the maintenance of those systems is carried out through re-engineering processes. Although both artifacts can be independently maintained, for a more effective re-engineering of the whole system both should be analyzed and evolved jointly. This is mainly due to the fact that the knowledge expected to be extracted by analyzing both kind of artifacts at the same time is greater and richer than the one recovered by just looking at the system partly, and thus ROI and lifespan of the system are expected to improve. This paper proposes the Data Contextualization for recovering code-to-data linkages in legacy systems. This technique is framed in the ADM (Architecture-Driven Modernization) approach to modernization of legacy systems, considering all involved artifacts as models. This paper also presents a tool to support that technique throughout a real-life case study.

Keywords—Data Contextualization, Modernization, Model Transformations, ADM and KDM.

I. INTRODUCTION

At the present time, the majority of organizations have large legacy systems supported by relational databases. These systems are not immune to software ageing. The erosion not only affects to the source code, but databases as well. Age gradually. For instance, in order to adapt the system to new requirements, new tables and/or columns are added to the database; other tables are modified and even discarded without erasing them from the database. These changes over time generate problems related to inconsistency, redundancy and integrity among others.

Therefore, organizations must address maintenance processes taking into account legacy source code and databases together. In those maintenances, the entire replacement of the legacy system would have a great technological, strategical and economical impact for the organization [10]. In addition, according to [2], the 78% of maintenance changes are corrective or behaviour-preserving. Indeed, maintenances based on evolutionary reengineering processes are typically carried out.

The starting point in that reengineering process is the conceptual representation of the legacy system through reverse engineering [1]. At this stage, the legacy source code as well as the legacy database must be represented in order to consider these two artefacts jointly. Nevertheless, a challenge appears in this scenario: finding out what fragments of the database are used by each piece of legacy source code. This knowledge is essential in later stages of the reengineering process, such as restructuring and forward engineering, where the new and improved systems are built [10]. Since the improved system will probably use the same data, it turns out to be very important to keep track of the use the data in the context of the source code of the legacy system. That is to say, it is important to contextualize the data in the representation of the legacy software when we are reversing it.

This paper proposes the Data Contextualization technique and a tool that supports it. This is a novel reverse engineering technique developed in the context of the MARBLE framework to modernize legacy systems [9]. This technique recovers code-to-data links in legacy systems based on relational databases and allows representing and managing these linkages throughout entire reengineering processes. In order to obtain these linkages two main knowledge sources are considered: (i) database schemas and (ii) the sentences embedded in source code. Moreover, the proposal follows ADM (Architecture-Driven Modernization) approach for developing this technique [6]. This approach advocates modelling all artefacts involved in the reengineering process as models and it transforms the models between different abstraction levels according to MDA (Model-Driven Architecture) principles [5].

The remainder of this paper is organized as follows. Section 2 presents the background of this work. Section 3 shows the proposed Data Contextualization technique. Section 4 presents the developed tool. Section 5 presents a case study of a real-life modernization project. Finally, section 6 addresses the conclusions and the future work.

II. BACKGROUND

A. Related work

The inspection of source code and recovery of specific knowledge is a common challenge in reengineering and maintenance processes. Nevertheless, the linkage between code and used data has not been widely studied. Zou developed a framework based on a set of heuristic rules for
extracting business processes following a MDA approach [11]. Those works took into account legacy source code and program data in order to link pieces of code together and to obtain workflows. However, they do not link source code and external data such as databases. Some works such as [3] propose frameworks to align and develop business rules by means of collecting information about how and where these business rules are implemented within the source code. But data and code are not mapped together. Marinescu proposes in [4] an approach for determining the correlation between foreign keys extracted from the database schema and the way the data are used in the source code. Finally, there have been research in database reengineering follows the MDA way the data are used in the source code. Finally, there have been research in database reengineering follows the MDA approach [9], but source code is not considered jointly. In spite of these works, in any case the code-to-data linkage is carried out following the ADM approach.

B. Architecture-Driven Modernization

Reengineering and MDA have converged on ADM, another OMG initiative. ADM is the concept of modernizing existing systems with a focus on all aspects of the current systems architecture and the ability to transform current architectures to target architectures [6].

The increasing cost of maintaining legacy systems together with the need to preserve business knowledge has turn modernization of legacy systems into an important research field. ADM provides several benefits such as ROI improvement on existing information systems, reducing development and maintenance cost, extending life cycle of the legacy systems, and easy integration with other systems.

ADM Task Force in OMG has led to several standards. The cornerstone within this set of standards is KDM (Knowledge Discovery Meta). KDM allows standardized representation of knowledge extracted from legacy systems by means of reverse engineering [8]. KDM provides a common repository structure that makes possible the exchange of information about existing software assets in legacy systems. This information is currently represented and stored independently by heterogeneous tools focused on different software assets. KDM can be compared with the UML (Unified Modeling Language) standard: UML is used to generate new code in a top-down manner. In contrast, a process involving KDM (as Data Contextualization) starts from the existing code and builds a higher level model in a bottom-up manner.

ADM and KDM advocate representing any artefact as models according to the MDA approach. Transformations among these models are modelled by means of QVT (Queries / Views / Transformations) [7].

III. DATA CONTEXTUALIZATION

The proposed Data Contextualization is a technique that can be used in modernization processes when the reverse engineering stage is being carried out [9]. This technique recovers the linkages between pieces of legacy source code and the fragments of database schemas used for that pieces. In addition, this knowledge is represented in a KDM Code Model. Therefore, in the modernization processes, this new knowledge is essential when a new version of a legacy systems is being developed after the reverse engineering stage. Perhaps, the modernized system does not require all functionalities of the legacy system. In this case, it is important to be able to identify the fragments of legacy database that are used by the reused pieces of legacy code. As a consequence, the knowledge obtained in the Data Contextualization could be used to obtain a new database schema that is minimal and fits for the modernized system.

In order to obtain the code-to-data linkages this technique considers two knowledge sources: database schemas and the sentences embedded in source code. Thus, the process showed in Figure 1 is divided into three steps: (i) the static analysis of source code (ii) the static analysis of SQL code; and (iii) the model transformations.

A. Static analysis of source code

This activity analyzes the legacy source code in order to obtain a KDM Code Model, an abstract conceptual representation of code. This model is represented according to the Code Package of the KDM metamodel. The SQL queries embedded in the source code are also represented in the KDM Code Model. Nevertheless, this information is not supported by KDM Code metamodel. For this reason, a specific extension of KDM metamodel according to the extension mechanisms defined in the KDM standard [8] is proposed. Therefore, all generated KDM Code Models attach an ExtensionFamily.

The ExtensionFamily defines three stereotypes: (i) <<SQLStatement>> depicts the SQL code of the queries that is recovered in this activity, (ii) <<SQLModel>> represents the model of each SQL query that is built in the second activity, and (iii) <<DatabaseModel>> represents

Figure 1. Overview of Data Contextualization: activities, task and artefacts involved in the technique.
the model of the a specific database schema fragment obtained from an SQL model in third activity. In addition, each stereotype has a TagDefinition to keep the needed information: the code of the query for <<SQLStatement>>, and the path of the model for <<SQLModel>> and <<DatabaseModel>>. Then, when the static parser finds out an SQL query in legacy code, it adds a new CodeElement with the stereotype <<SQLStatement>> and it puts the SQL code in an associated TagValue element. Thus, the query comes represented into the KDM code model.

B. Static analysis of SQL code

After static analysis of source code, there are several points in KDM Code Model where the SQL queries were recognized. Thus, this second activity carries out a static analysis of each SQL sentences in the KDM Code Model in order to generate several models representing the SQL Sentences. For such an end, a specific metamodel has been developed to represent the embedded SQL sentences. This metamodel represents the Data Manipulation Language (DML) of SQL-92: to model the Insert, Select, Update and Delete SQL operations. These operations are generalized in a SQL Statement meta-element. A set of Statements comprise a DML model. In this point, the KDM Code Model knows the SQL Sentence Models that it contains in the legacy system, and in turn, the data requirements for each fragment of source code of the legacy system.

C. Model transformations

Finally, in the third activity a database schema model is obtained from the SQL sentence models by means of a set of QVT transformations according to a database schema metamodel. The database schema metamodel has been developed to represent the database in the Data Contextualization process. This metamodel enables the representation of Tables, Constraints related to these tables, and so on.

Figure 2 shows the set of QVT relations established between the meta-elements of the SQL DML Metamodel (left side) and the meta-elements of the Database Schema Metamodel (right side). For instance, the tables that appears in any SQL sentence (insert, select, update or delete) as well as in source and target clauses (such as from, set, into, and so on) will be created as tables elements in induced database schema. Also, the columns that are selected, added, deleted or updated in SQL sentences will be created in the corresponding tables. In addition, the Select sentences organized in join mode suggests potential primary keys and foreign keys in target database schema.

After the QVT transformation, the URL of the obtained database model is put into the Tag Value of the KDM Code Model. Therefore, the final result is a Code Model that has a point for each embedded SQL sentence where it links the associate SQL Sentence and Database Schema Models. Thus, each piece of source code is related to the database schema fragment that it use.

IV. A TOOL FOR DATA CONTEXTUALIZATION

The Data Contextualization technique is aided by an ad hoc tool developed for JAVA-based legacy systems. The tool is structured in three modules corresponding to the three activities of the Data Contextualization technique. In order to support the first and second activity, two tool modules to carry out static analysis was developed. Those modules were developed through JavaCC from the EBNF grammar of Java 1.5 and PL/SQL. The first one takes a Java file as input and generates an XMI file as output that represents the KDM Code model. The second one takes the previous XMI file and generates several XMI files corresponding to the SQL sentence models. Moreover, this module updates the KDM Code model, since it puts the URL of the obtained SQL Sentence models in each embedded query.

The third module executes the QVT transformation using the Medini QVT framework. This module obtain an XMI file for each XMI file correspondig to the SQL Sentences models. In addition, the ECORE version of the three proposed metamodels was developed. Indeed, three graphical editors were obtained from them by means of EMF (Eclipse Modelling Framework) tools.

V. CASE STUDY

The case study addresses a modernization project that is currently being carried out. The subject legacy system of this project is the intranet of Computer Faculty of University of Castilla-La Mancha. This Java-based intranet was developed five years ago by several people. The intranet consists of five well differentiated modules: Main, Administration, Old Students, Management and Quality. The intranet consists of 18.5 KLOC divided into 75 source files. Also, the legacy database schema consists of 140 tables and 7 columns per table on average.

In order to analyze the obtained results, the following research questions are established:

Q1. Are the Database Schema Models complete?

Q2. What is the gain of the Database Schema Models?

Finally, the Q1 question is related to the completeness of the obtained database schema fragments. A specific schema is complete when: (i) any table has primary key; (ii) there are not tables without columns; and (iii) there are not
duplicated elements. Secondly, the Q2 question takes into account the minimization of the database schema. In order to measure the gain between the previous and current size, it uses two variables: the gain related to the number of tables $G_T$ (1) and related to the number of columns in each table $G_C$ (2). In these formulas, $T_{LIS}$ is the number of tables in the legacy database schema and $C_{LIS(T_i)}$ represents the number of columns of the table $i$ in the legacy database. $T$ is the number of tables in the improved database schema and $C_{(T_i)}$ is the number of columns of the table $i$ in the obtained database.

$$G_T = \frac{T_{LIS} - T}{T_{LIS}}$$  \hspace{1cm} (1)

$$G_C(T_i) = \frac{C_{LIS(T_i)} - C(T_i)}{C_{LIS(T_i)}}$$  \hspace{1cm} (2)

The case study is focused particularly on modelling the three kinds of models involved in the Data Contextualization. Due to space limitations, this section shows the models obtained through the tool for a specific Java file of the main module: '_Consultar__Preinscripcion2'.

Figure 3 (A) shows through the tree model editor the KDM Code model obtained after the static analysis of the Java file. Also, it shows two embedded SQL sentences that were discovered. These two points were updated later with the paths of the SQL Sentence Models and the Database Schema Models. After that, the Data Contextualization tool executes the static analysis of the previous KDM Code model and generates two SQL Sentence Models for each SQL sentence in the first model.

Figure 3 (B) shows the model related to the second SQL sentence. Finally, the tool executes the QVT relations and generates also two Database Schema Models related to the previous models. Figure 3 (C) shows the model related to the second SQL sentence model. In this example, the tables 'MATRICULASCEP' and 'ALUMNOSCEP' of a join select sentence as well as the columns related to these tables were built in the output model.

<table>
<thead>
<tr>
<th>Module</th>
<th>Legacy System</th>
<th>Database Schema</th>
<th>Gain</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N. of source files</td>
<td>LOC (mean per file)</td>
<td>N. of Queries (mean per file)</td>
</tr>
<tr>
<td>Main</td>
<td>18</td>
<td>323.7</td>
<td>1.8</td>
</tr>
<tr>
<td>Administration</td>
<td>8</td>
<td>132.5</td>
<td>1.6</td>
</tr>
<tr>
<td>Quality</td>
<td>44</td>
<td>242.0</td>
<td>1.4</td>
</tr>
<tr>
<td>Old Students</td>
<td>4</td>
<td>141.8</td>
<td>1.0</td>
</tr>
<tr>
<td>Management</td>
<td>1</td>
<td>318.0</td>
<td>1.0</td>
</tr>
<tr>
<td>TOTAL</td>
<td>75</td>
<td>18578</td>
<td>1.5</td>
</tr>
</tbody>
</table>

After the execution of the parser and the QVT transformation, a set of output models of the database fragments was obtained. TABLE I summarizes the obtained results; it shows (i) the source files, LOCs and NOQs for each module; (ii) the primary/foreign keys and tables obtained for each obtained database schema; and (iii) the gain obtained with respect to the source database.

**TABLE I. THE RESULTS OBTAINED IN THE CASE STUDY.**

![Figure 3](image-url)  
Figure 3. An example of the models involved in the Data Contextualization.
The analysis of results obtained for these models reports several conclusions that should be considered to answer the Q2 question:

- The tables are usually obtained without primary keys unless a primary key is attached. This problem was solved with a simple matching between the legacy database and the modernized one.
- Achieving tables without columns is not usual, because any column that appears in a SQL statement is normally associated to its table.
- In this case study, since the only QVT-implemented mechanism for inferring foreign keys is the QVT Relation based on the \textit{join select} sentences, the QVT relations do not infer enough foreign keys. Indeed, the source code of intranet has only two join select sentences due to bad design of the legacy database.

In order to respond the Q2 question, the gain of obtained database schema was also assessed. 25 out of 140 tables were recovered (18%) and the $G_T$ value (1) was 82%. With respect to the columns, the mean per table of the $G_C$ values (2) was 30%, although in some modules this mean was higher. In this study, the $G_C$ mean is lower than the $G_T$. However, the total gain related to the size minimization of the new database schema is significant.

VI. CONCLUSIONS AND FUTURE WORK

The Data Contextualization, a modernization technique based on KDM, has been proposed in this paper. The objective of this technique is the modernization of legacy source code together with the legacy relational database. For this reason, this proposal recovers the code-to-data linkages and obtains three kinds of models according to the ADM approach: (i) The KDM Code Model, which represents the inventory of legacy source code. It has also the points that link the SQL Sentence Models and Database Schema Models. (ii) The SQL Sentence Model for modelling a certain SQL query that was embedded in legacy source code. (iii) The Database Schema Model, which represents the specific database fragment derived by an SQL Sentence Model.

The Data Contextualization technique has been validated by means of a case study in a real-life modernization project of a legacy intranet. The case study reports the many advantages and some limitations of the proposed solution. Firstly, the completeness of the database schema model was higher with respect to table and column elements. Nevertheless, the completeness was lower regarding to the constraint elements. Secondly, the gain of the obtained Database Schema Models was important: the size minimization was around the 30\% and the 80\% for columns and tables respectively.

The work-in-progress focuses on improving the completeness of the output models by means of more patterns related to foreign keys. Furthermore, the future extensions of this research will address the integration of this technique with following stages of the modernization process such as restructuring or forward engineering.
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