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Abstract:  
Nowadays, more and more organizations are realizing of 
importance of their data, because it can be considered as 
an important asset present in nearly all business 
organizational processes. Traditional point of view of 
quality in Information System has been focused on 
software quality. The basis of our proposal is to consider 
information as a result of a Data Management Process, 
which can be supported by the running software at the 
Information System. Our aim is to optimize the Data 
Management Process (DMP) in order to assure data 
quality. For this, we have just drawn a framework based 
on maturity levels –as CMMI’s ones- with specific and 
generic data quality goals, which are achieved by 
executing the corresponding activities.   

KEYWORDS:  
Software, Data Quality, Data Management Process 
(DMP), Data Quality Management, and Maturity Levels 

INTRODUCTION 
Contemporary organizations need Information Systems 
for supporting their business activities. Many efforts have 
been made in order to assure the quality of the running  
of the software, although not of the data. However this 
situation is changing due to the new status of data: 
finally, organizations have realized that data is one of the 
most important assets for them ([24]) Indeed, made 
tactic, strategic, or operational decisions are based on real 
data ([2,52]) If data does not have enough quality, these 
decisions can generate certain mistakes, which will make 
a negative impact on global efficiency of organizations 
([56]). Because of this, it is a matter of management 
group to take care of data quality, by making 
commitments in order to improve the quality of existent 
data and data yet to come ([43]) All of these 
commitments must be oriented to avoid some kind of 
potholes which can generate serious problems like data 
not used, barriers to data accessibility or data utilization 
difficulty ([52]) These problems may translate into 
important consequences at a technical level – as in data 
warehouse implementation ([8])- an organizational level 
– loss of customers ([47]), important financial lossesi 
([40, 52]) or unsatisfied data workers  ([12])- or even at a 
legal level, because of privacy regulations. 
Many researchers agree these problems could be avoided 
or become resolved with adequate management of data 
quality by assuring it on all life cycle phases of 
Information Systems development and exploitation. But 
there is no methodology which enables a way of 

discovering how organizations manage their data when 
manufacturing a product, or giving a service ([36]) Some 
approaches have been proposed like TDQM – Total Data 
Quality Management – by Madnick and Wang ([41]), 
which is focused on conceptual and theoretical issues and 
DWQ – Data Warehouse Quality –by Jarke and 
Vassiliou ([34]), which focuses on technical and specific 
issues. Despite this fact, it still lacks an integral data 
quality framework 
This paper discusses how to improve data quality of not 
only data products, but also entire DMP by walking up 
trough data quality maturity levels. Having a data quality 
maturity model means it can be known what organization 
is making good, what organization will not make bad any 
more and how an organization can reply in a special 
situation, that is to say: how to prevent defect, improve 
efficiency a predict the behaviour of the information 
systems.  
The remainder of this paper is structured as follows: data 
quality matters are discussed in second section; in the 
third section a data quality model based on maturity 
levels, which highlight data quality goals for each level in 
the fourth section; fifth and sixth section deals about 
some issues related to data quality metrics referred along 
the works; finally, seventh section is reserved for our 
conclusions about the work and for our future lines of 
research.  

FROM DATA TO DMP 
Although it can seem obvious in this context, it is thought 
to be necessary to begin by remembering the concept of 
information, because all of the related work is based on 
it. Information is an added value plus data obtained by 
somebody (typically named stakeholder), when a data 
product is used ([14]) A data product is, as Wang ([57]) 
states, the result of a data transformation (or/and 
management) process. Here, data is considered as raw 
material for the manufacturing process. For instance, data 
regarding date of the birth, place of birth, names of 
parents, … collected from a citizen, is raw material for 
the process named “Elaborating a Birth Certification” 
which produces a data product named “Birth 
Certification” ([50]) If someone uses this product to 
develop a major work, then some value is added to the 
data written on a paper entitled “Birth Certification”. The 
idea is: the more elaborate a data product, probably, the 
better the work achieved.  It should be pointed out that 
quality concept is implicit in this last sentence. Therefore, 
another way of saying the previous: “the more quality a 
data product has, the better made work achieved with it 
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is”. For a product which has been said to have quality, it 
must verify all customer requirements ([10]) or it must be 
fit for use ([35]) By analyzing Deming’s Fourteen 
Quality Points ([11]), it can be seen that for ensuring the 
quality of a product, it is necessary that the workers do 
their best, the systems work correctly and the raw 
material is suitable and in a perfect state. Translating 
these terms into data quality matter, it is possible to say 
that for a data product to adequately turn into 
information, it is necessary that this data is recollected, 
stored, consulted and presented according to several data 
quality rules. In order for data transformation processes 
to work to generate products which satisfy customers 
requirements it is also necessary that information workers 
have enough qualifications to manage data and run 
processes in a consistent way.  
As one progresses through these ideas, new doubts arise, 
like which characteristics raw data and data product must 
present to be said to enable quality, who certifies that 
data transformation processes work satisfactorily, and 
finally who and how can somebody ensure a data worker 
is good enough for developing a data work. Many 
researchers have worked on these data quality issues, 
trying to explain them from several and different point of 
views. For instance, [47] tried to explain data quality 
through a data life cycle point of view, [24] and [59] tried 
to obtain some conclusion from achieved researches and 
[12] has just studied how data is used. Nevertheless, a 
common trend discovered in covered literature, consists 
of accepting data life cycles as a way of structuring data 
quality researches: data is collected, stored (before, it can 
be pre-processed), queried (before, it can be pre-
processed) and presented as data products as required. It 
is nearly other raw material. But the data is unique due to 
its own specific nature. [2] identify several intrinsic 
characteristics belonging to data, which make the 
processes of collection, storage and usage the data be 
totally different from the same processes for other raw 
material, coming into true several potholes analyzed by 
[53] like the fact that multiple sources of data can 
generate different values, systematic errors can generate 
information losses, large amounts of data can be 
unmanageable for an application in a reasonable time, 
distributed and heterogeneous systems can generate 
inconsistent formats, values or definitions, and so on.  
Having taking into account all of these issues, some 
authors like [33] or [55] have proposed to map all data 
quality requirements (including user ones) into the 
quality goals for software characteristics showed in ISO 
9126 ([31]): functionality, usability, maintainability, 
efficiency, portability and reliability. Traditionally, these 
quality goals are known in a data quality environment as 
data quality dimensions ([47, 58]) and can be broken 
down again into minor and particular data quality 
dimensions for making a study easier. Through literature, 
one can find how many authors have tried to explain the 
meaning of all relevant dimensions from several point of 
views ( [1, 12, 19, 23, 36, 40, 46, 47, 52]) All of these 
people have tried to identify a standard set of data quality 
dimensions valid for any data product; but as [24] states, 
it is nearly impossible due to different nature of  any data 
environment. Despite this a common schema broadly 

used is the one proposed by [52], in which, data quality 
dimensions are grouped into four categories: intrinsic, 
data accessibility, contextual and data representation. 
Having in mind this conception of information being the 
result of a data transformation process from raw material, 
some authors, implicitly or explicitly (like [5]) want this 
data transformation process to be modeled and managed 
from an engineering point of view in order to optimize 
data quality for required applications. This implies a lot 
of efforts, which must be made by all data quality 
researches.  Among these efforts, one can find a 
metamodel for entirely representing a data environment, 
a set of procedures for managing data quality 
requirements, metrics for a quantitative assessment, 
methods for analysis, … general speaking a framework 
for managing data quality.   
As previously mentioned, many of these efforts have 
been made, but there is no common criteria for 
identifying concepts and elements that are named 
differently by some authors compared with others or a 
universal data quality dimension set that has been 
defined.  
As more situations and bibliography have been studied, 
so we think more about data quality needs of an overall 
DMP. Our idea is to optimise data quality in two ways: 
first, by controlling and monitoring the DMP and all 
minor processes (this it to say, environment) and 
secondly by introducing specific data quality 
requirements into the DMP.  
This paper deals with a way, not only, of assessing data 
quality, but also of determining the exact point of the 
road to excellence in which a DMP is. This work aims to 
draw the entire road by putting in order all of the 
concepts regarding data management and data quality, 
and addressing these issues through data product life 
cycle. 

A DATA QUALITY MODEL  
As said before, some researches have been aimed at 
providing a data quality measurement and/or assessment 
methodology in a data environment. However this is not 
sufficient, because the only possible thing to be done is to 
measure and/or to assess, although more is required: 
knowing how an organization works, and developing the 
ability to identify major problems or standardize a data 
quality culture by implying leaders ([25]) None of the 
strategic, tactic or operative perspectives are drawn by 
only measuring: it is necessary to assess DMP so that its 
future behaviour can be predicted or possible sources of 
its variability determined.  
By studying different models of software assessment 
processes, like CMM ([25, 45]), CMMI ([49]), ISO 9001 
([9]), BootStrap ([4]) or SPICE ([44]), it can be found out 
that none of them take data quality into account ([36]).  
To fill this area of lacking information, a data quality 
assessment environment is needed. The main purpose of 
this work is to provide guidance for improving DMP so 
that organizations become increasingly able to manage all 
related data processes such as data acquisition processes, 
data product manufacturing processes and data 
maintenance processes more efficiently. This will be 
done by addressing several issues of main process areas 



 

 

like process management, project management, support 
and engineering process. 
Indeed, a data quality team can: 
•  Determine data quality status by addressing a 

maturity level 
•  Propose improvements to DMP for achieving higher 

data quality maturity levels 
Our work is based on maturity levels proposed by CMMI 
([49]). As is known, CMMI offers two models: 
continuous and staged. The staged model is preferred 
more than the continuous model because it appears easier  
to work with a well-defined sequence of improvements 
(which can cover basic management project principles to 
complex data quality management issues) As higher 
levels are reached, some benefits are achieved such as 
improvements in data process behavioural predictions, 
greater control of them and improvements of DMP 
efficiency. 
The following elements have been taking into account: 
•  A set of data management maturity levels 
•  A set of data quality goals defined for each maturity 

level 
•  An assessment method 
It is important to realise that an Information System, from 
our point of view of maturity levels, is defined as a set of 
DMPs that can share several resources and some kinds of 
minor processes. So, for determining the global data 
quality maturity level in which an Information System is, 
all DMPs must be assessed and the results might be 
combined for stating the global data management 
maturity level. 
Next, data quality maturity levels are going to be 
described, and the data quality goals associated to each 
one are going to be highlighted. 

MATURITY LEVELS AND QUALITY GOALS.  
We define five data quality maturity levels: Initial, 
Definition, Integration, Quantitative Management and 
Optimising. For each level, we address specific activities, 
which aim to obtain specific data quality goals. These 
specific goals are achieved by getting some typical 
products. Next, maturity levels for DMP are described, 
identifying the most important objectives and the product 
that must be generated. 

Initial 
A DMP is said to be at Initial Level when no managed 
and coordinated efforts are made in order to assure data 
quality. Success in these organizations depends on some 
people who are supposed to be qualified enough to 
develop these mentioned efforts.  

Definition 
A DMP is said to be at Definition Level or Defined 
when efforts are made in order to draw the entire process, 
identifying and defining all components (both active and 
passive), their relationships and the way in which these 
ones are developed according to a previous project. 
Therefore, a DMP is said to be defined when a DMP 
Project (DMPP) is managed. For managing a DMPP it is 
necessary to develop the next management activities:  

•  DMP Project Management. The main goal of this 
activity is to create a plan for coordinating efforts 
and elaborate a document, which clearly describes an 
agenda of activities and a budget for developing the 
DMP. This document can be done by following [28] 
Within some planned activities, the next process 
must be undertaken: a data requirements 
management, an analysis of these requirements, a 
design of a solution for satisfying them, an 
implementation of the process based on previous 
design, and testing for implemented process. Any 
technique or tools, like PERT or CPM, used on 
project development may be used here. 

•  Data requirements management. Wang et al 
(1994) identified three types of user requirements: 
Product Requirements, Quality Product 
Requirements and Data Quality Requirements. All of 
them must be collected and documented. IEEE 830.1 
([30]) could be used for guidance when elaborating 
on these documents. By assimilating to data quality, 
two products must be done: a DMP User 
Requirements Specification (DMPURS), which will 
have a Quality Process Requirements Specification 
(QPURS) and a Data Quality User Requirements 
Specification (DQURS). These requirements are the 
starting point for modeling the DMP, the database or 
data warehouse where data and data quality issues 
are going to be saved. Some graphical representation 
might be used for each model For example, for 
DMP, the IP-MAP, which was given by [50]; and for 
database or data warehouse and data quality issues, 
the extended entity-relationship model proposed by 
[61]. From these products, an analysis might be 
achieved for giving a first approach to a solution, 
which will consists of dimensions and metrics, data 
sources and targets, and a place where data and other 
components are going to be saved ([40]) 

•  Data quality dimensions and metrics 
management. Having metrics for measuring DMP 
efficiency may help to improve it. This evolves 
several matters, which can be found out from 
DQURS. So data quality issues must be controlled 
([24]), a quite comprehensive set of data quality 
dimensions (or parameters) and data quality 
indicators (or metrics) must be defined ([61]) Many 
authors like [47] or [12] have explained how data 
quality dimensions can be identified and how to 
measure certain data quality issues in certain 
application and environment. The ideal situation 
would be to have a universal data quality dimensions 
set with appropriate metrics, but, unfortunately, this 
is not possible ([46]) due to the fact that data quality 
depends directly on data problems. However there is 
a classification that begins to be broadly used. It is 
the one proposed by [52] and referred to in section 2. 
This classification is one which groups data quality 
dimensions into four categories: Intrinsic to data 
(Accuracy, Objectivity, Believability, Reputation), 
Accessibility (Accessibility, Access security), 
Contextual (Relevancy, Value-Added, Timeliness, 
Completeness, Amount of data) and Representational 



 

(Interpretability, Ease of understanding, Concise 
representation, Consistent representation) Data 
quality managers are encouraged to find out the one 
which best suits their problem, having into account 
several factors, which are briefly described in fifth 
section. For determining these metrics, generic and 
usable methodologies might be used like [29] or 
GQM, given by [54] Even authors like [40] have 
proposed a more specific data quality measurement 
framework with several and concrete data quality 
issues to measure: data quality of data models, data 
quality of data values, data quality of data 
representation or data quality of information policy. 
On the other hand, some authors like [2, 6, 7, 57] 
have proposed metrics for measuring specific issues 
of specific components of DMP; in sixth section, and 
as example, some metrics are developed, by using 
GQM ([54]) An important aspect of measurements is 
the need of automating measurements, as required by 
[22]. All these metrics will help to improve the 
DMP. 

•  Data sources and data targets management. Due 
to particular intrinsic characteristics of data, it is 
necessary to identify and to document data sources 
as well as data targets. [2] and [22] discuss these 
issues and give several ways for treating information 
from multiple sources. Such sources like targets must 
be identified, defined and limited from DMPURS.  
In a data warehouse environment, tools and 
techniques like ETLs ones must be used in order to 
unify semantic and formats of incoming data ([13]) 

•  Database or data warehouse development or 
acquisition project management. Raw data must be 
collected and stored in an appropriate warehouse. 
Typically, this place has been a database or a data 
warehouse, which can be seen as a passive 
component of DMP. Some organizations develop 
their own data products or perhaps can acquire it 
from third companies. So that data quality can be 
assured, it is highly recommended that an acquisition 
project or a development project is managed having 
taken into account both DMPURS and DQURS. This 
activity may also include other minor sub activities 
like Configuration Management, Maintenance 
Management or Commer-cial solution election 
management for instance. 

For climbing from the Initial Level to the Definition 
Level, a plan for developing the DMP must be drawn and 
followed. 

Integration 
A DMP is said to be at Integration Level or Integrated 
when level 2 is raised and many efforts are made in order 
to develop and execute this according to organizational 
data quality polices. This therefore implies having several 
standardized data quality issues. And this level is focused 
on the way in which organizations capture all knowledge 
from their experience, and make it reusable by adding it 
to an organizational culture in order to avoid last minute 
errors or to enable it to produce a good work from the 
beginning. For this, standards or guidelines must be 

redacted and referred to for all issues, and paying 
particular attention to these standards tries to promote 
consistent use of better tools and methods ([25]). 
Therefore, several activities must be achieved in order to 
define certain data quality goals through organizational 
standards. As these activities are performed, 
organizations are getting these standards and guidelines 
that may help to guidance for DMP development. As the 
more used and refined these standards are, the more 
quality the data product has, and thus the more satisfied 
the stakeholders are. The next activities are defined as the 
key ones for getting an organizational culture of data 
quality: 

•  Data Quality Team Management. Data quality 
initiatives need people to support all of the activities 
that must be performed. These people must work 
according to the organization’s ideas and trends. 
Among their many abilities must be data quality and 
to have managerial skills. [48] points out the need for 
high managers to lead data quality initiatives. This 
implies the need to select people who take care of 
data quality through DMP, and support activities 
related to it, like standardization and measurements. 

•  Data quality product verification and validation. 
All information products must be verified and 
validated, in order to avoid defects or disagreements 
with user requirements. A technique that can be 
used, might be software inspections ([15, 21]), but 
adapted to data quality issues. A more specific 
methodology, which can be used, is data testing 
proposed by [39], expanding to DMP, because the 
Data Testing Model is limited to data stored in an 
information system. In order to coordinate efforts a 
plan for testing could be designed and drawn up by 
following for instance, [27] 

•  Risk and poor data quality impact Management. 
Authors like [12] states that it is necessary to delimit 
risk for determining the impact of poor data quality 
to DMP. [20] proposes a methodology, which can be 
adapted to data quality issues in order to collect and 
document all risk. 

•  Data quality standardization Management. All 
lessons learned through specific experiences might 
be recollected and documented. An example of 
standardization could be the sixth process of TDQM 
([13]), which seeks to accomplish these issues “by 
integrating quality management beliefs, principles, 
and methods into the culture of the enterprise”. Only 
by incorporating last data quality experiences to new 
DMP, is it possible to develop better ones.   

•  Organizational Processes Management. A way of 
coming to truth all above-mentioned efforts consist 
of defining data quality policies, which affect not 
only a concrete DMP, but an entire organization. The 
Data Quality Team must work on data policies, 
which reflect organizational culture. [40] presents 
the elements that are the subject of data policy 
design. For organizations have a real data quality 
culture, because all of their processeswether or not 



 

 

they are related to data, must take into account data 
quality issues in order to improve it. 

A DMP reaches Integration Level when it is developed 
under the organizational support. Obviously, this fact 
implies, first, that the DMP is managed through a project 
(therefore, is defined); secondly that this organizational 
support for data quality issues exists. 

Quantitative management  
A DMP is said to be at Quantitative Management Level 
or quantitative managed when it is integrated into an 
organizational data quality culture and many efforts are 
made in order to take several measures related to DMP 
and its components. Therefore, the main goal of this level 
is to obtain the quantitative compliance that the DMP 
performance over some reasonable time period is as 
consistent as required in terms of variation and stability 
([16]). In order to satisfy this proposal, a Plan for 
Measurements Management must be drawn and followed. 
So, the next activity must be executed:  
•  DMP Measurements Management. As Meredith 

(2002) states, a plan for software quality 
measurements starts with the decision of taking 
measures, which can be seen as tools for improving 
software quality. This implies the need to choose 
what, when and how to measure, how to represent 
these measures and to whom. Since metrics about 
DMP have been drawn at Definition Level (what 
question), the plan must focus on the remainder of 
these questions. With respect to the when question, 
the answer is when measurements do not alter 
DMP. With respect to the how question, some 
algorithm might be outlined in order to make 
measurements repeatable, and even more, 
automatizable. Finally, as important as metrics is in 
the way of representing results, many authors like 
[13, 40] propose the use SPC as a way of 
representing data about DMP. On the other hand, 
another complementary way of representation is the 
one proposed by [25, 26], in which Kiviat’s 
diagrams are used to relate several aspects of the 
DPM or the data quality components. The way 
depends on the work, which will be developed later.  

A DMP reaches Quantitative Management Level when, 
once integrated, some metrics are defined in order to 
control its variation and stability. All these metrics can be 
defined into the organizational culture. 

Optimizing 
A DMP is said to be at Optimizing Level when 
quantitative measurements taken at previous levels are 
used in efforts in order to detect defect sources or identify 
ways to optimise the entire processes. Two kinds of 
activities might be executed: 

•  Causal Analysis for Defect Prevention. [51] offer 
a framework for defect prevention, which could be 
used in a data quality environment in order to 
identify, and analyze root causes of data process 
defect, and modify for avoiding it. For an easier 
identification of data quality elements, which can be 

root of problems, Ishikawa’s diagram proposed by 
[13] in the fifth process of TDQM may be used. 

•  Organizational Development and Innovation. 
This clause is basic in the main idea of a continuous 
improvement. Learned lessons in DMP must be 
basis not only for defect prevention, but also for 
continuous improvements.  

IMPORTANT FACTORS TO TAKE INTO 
ACCOUNT WHEN DRAWING DATA QUALITY 
METRICS. 
As showed, some metrics for measuring certain issues on 
data quality are required. Many of these metrics are 
developed on ad hoc way to solve specific problems 
([46]) so, each organization uses their own criteria over 
their own data problems for choosing metrics and there is 
no a set of universal metrics applicable to any case. Due 
to this fact, authors agree that being relatively easy to 
choose data quality dimensions which best describe a 
data quality problem, however, developers might take 
into account several factors when drawing metrics for 
specific problems which impact on validity of achieved 
results. In this section, many factors are going to be 
shown. Some of them have been observed from authors’ 
experiences related on data quality literature found in not 
academic publications. These factors are: 

•  Reasons to measure. [57] highlights the reasons for 
which is intended to measure as one of the most 
important factors when choosing metrics. Metrics 
can be defined for controlling a project evolution, for 
evaluating the degree of customer satisfaction, for 
optimizing data product quality, … All these 
mentioned reasons can impact on the definition of 
distinct metrics for the same data quality dimensions, 
since they are related directly to the rol of 
stakeholder. 

•  Dependence of the Environment of Operation. All 
the factors might be fitted here as technological (as 
the operating system, the proper database 
management system, network, performance 
computer, failure tolerance of system...) as human  
(skills with computers of the people who works with 
data –[38]-, previous knowledge of quality of 
information...), which can affect to results of 
measurements processes. For example, let be 
supposed somebody is interested in measuring 
timeliness of a data set. The metric entitled “Time in 
seconds that a transaction takes to be completed 
from the moment in which user finish data entry 
process until data has been processed” can be 
chosen: nobody can assure that the same transaction 
with the same data load should take the same time in 
finishing, since it will depend on the typing speed 
featured by person who introduces data, of the 
degree of congestion of the net, of the transactions 
engine of the database.... 

•  Capacity of judgment data quality. It is said 
quality is a subjective concept. To determine if data 
is or not good for an application it is necessary to 
emit a judgment from a data quality dimension point 



 

of view. This judgment must be endorsed by a serie 
of tests, which might allow to obtain the same result 
in case of the judgment had to repeat in any other 
circumstances. To emit a judgment consists of giving 
a qualification or valuation for data according to the 
quality criterion expressed by the data quality 
dimension.  This capacity of prosecution can relapse 
on a sufficiently qualified user, on the proper 
database or on some another external mechanism: 

•  Dependence on the user. To be able to measure it is 
necessary to ask to users their opinion (qualification) 
that deserves an information in a certain dimension 
of quality. Their response will be subjective. And a 
subjective measurement can influence “very 
negatively", "negatively", "normally", "positively" or 
"very positively" in the final valuation of this data: 
they can present a series of problems or connotations 
(created interests, lack or mistakes of formation, 
disinterestedness...) that will do the measurement not 
quite correct as that would be wished. These 
problems are not an object of study of this report.  

•  Dependence of the base or store of information. 
[17,18] proposes capacity of evaluation to determine 
a valid value for a certain metrics should relapse into 
the proper database across the detailed definition of 
metadata (for instance, as the ranges of values for the 
domain of the attributes) or across the existence of 
business rules ([40]) which decide the above 
mentioned ranges of values: for example a person 
who has less than eighteen years old should have a 
null value in the number of the driving license in a 
database, or certain lendings might not be allowed in 
a library to whom they do not verify a series of 
conditions... 

•  Spatial and temporal location of the 
measurement. The time to realize a measurement 
must be perfectly defined respect to the procedure 
that is doing the valuation of the quality of 
information. This implies to know what, when, how, 
and where to measure and who must realize the 
measurement. For example, if the reliability is 
measuring up (what) of the information in data 
update operation is necessary to know which person 
or process (who) will measure after the update 
(when) the affected tables (where) applying some 
mechanism of valuation (how).  

It is necessary to take into account these four groups of 
factors at the moment of defining metric for data qualities 
dimensions not only for the validity of the measurements 
but for the way in which the proper procedures will be 
implemented to measure: it does not have the same 
computational complexity to ask to a user a value for 
certain metrics of data quality than to have to do a query 
to a knowledge base to obtain this value. Therefore, the 
chosen metrics for a data quality dimension should be 
representative, ideal and not redundant. 

DEFINITION OF DATA QUALITY METRICS. 
It is possible to apply the method  "Goal - Question - 
Metric" (GQM) by [54] for which a goal is defined and 
progressively refined by making questions for which 

metrics are defined for giving enough quantitative 
information as answers to these questions. 
To help in the task of finding specific metrics for data 
quality characteristics, suggestions made in ISO 9126 
([32]) can be consulted. 
Next, two data quality metrics are proposed and defined 
for data quality dimensions. First of them depends 
directly on metadata (e.g. definition of the ranges of the 
values for domains). The second one is a generic example 
of how a metric, which manages values created as a result 
of a judgment or evaluation, might be defined. As before 
explained, this judgment might have been done by a user, 
or according to any defined business rules. 

Metric based on metadata: metric for correction. 
The next metric is defined to measure the data quality 
dimension of correction of a database. The most 
interesting way of showing these values is as the rate of 
attributes at table and database level which is incorrect, 
understanding for incorrect values those which do not 
belong to the range of valuies defined for the domain of 
this attribute. Here it is: 

Goal: To determine the degree of correction of a 
database. 
Questions: 
1. When an attribute is incorrect? 
2. How is it possible to determine the Rate of Incorrect 

Values for an attribute of a table in a database? 
3. How is it possible to determine the Rate of Incorrect 

Values for a database? 
Metrics: 

•  NUMBER OF INCORRECT VALUES FOR AN 
ATTRIBUTE (NVI (A)).  

o An attribute is said to be incorrect when 
saved value does not belong to the range of 
values for the defined domain for this 
attribute. In this range of values it might be 
or not be the null one. 

o NVI(A) is defined as the number of rows in 
which stored values for a certain attribute A  
does not belong  to the range of values for 
the defined domain for this value A in the 
metadata. 

•  NUMBER OF ROWS OF A TABLE (NRT (T)). 

� NRT(T) is defined as the number of rows 
that has a certain table T. 

•  RATIO OF INCORRECT VALUES FOR AN 
ATTRIBUTE A (RVI  (A, T)). 

� It is defined as the relation between the 
number of incorrect values for an attribute 
A and the number of rows that the table has 
where the attribute is defined. 
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•  RATIO OF INCORRECT VALUES IN A 
TABLE (RVIT (T)). 

� It is defined as the arithmetical average of 
incorrect values for all the attributes of the 
table: 
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•  NUMBER OF TABLES OF A DATABASE (NT 
(BD)): 

� It is defined as the number of tables a 
database has. 

•  RATIO OF INCORRECT VALUES FOR A 
DATABASE (RIVBD (BD)): 

�  It is defined as the geometric average of the 
incorrect values for the tables of a database: 
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All of these metrics can be generalized for any kind of 
database as object-oriented ones, by adapting these 
formulas to the used technology. 

A generic metric based on values created as a 
result of an evaluation. 
The next metric is a generic one based on the fact that 
after having evaluated the stored values in the attribute A 
of a table T with respect to a certain dimension of quality 
D, a value V is generated and is stored in the attribute A' 
of the same table or of another one. To obtain this value 
V, mechanisms M had been to be implemented for 
producing it by asking direct questions to a qualified user 
("please, specify a value VI for attribute A according to 
the dimension D "), or by evaluating business rules ("if 
the information is X and it has been produced by source 
S, then its degree of DI is VI"). But it is necessary to 
highlight metrics must be independent from the 
mechanism M that has generated this value: mixed 
mechanisms might be defined and metrics might continue 
being valid. 

Goal: To determine data quality level of an attribute A of 
a database BD respect to the dimension D. 
Questions: 
1. Which is the value V for a quality attribute A' where 

there is stored the result of evaluating the attribute A 
of the table T respect to dimension D? 

2. How can the average value of the values V for an 
attribute A of a table in a base or store of information 
be determined? 

 
Metrics: 

•  VALUE OF QUALITY INDICATOR OF THE 
ATTRIBUTE A OF THE TABLE T WITH 
RESPECT TO THE DIMENSION D  (VQI (A, T, 
D)) 

•  That is defined as: 

•  If A ∉  T then VQI(A,T,D)= ∅  = NULL 

•  IF A ∈  T then VQI(A,T,D)= V = 
EVALUATION (M, T, A, D) 

Being M the mechanism of evaluation. But 
it is insisted on that the metrics must be 
independent from evaluation mechanism. 

 

•  AVERAGE OF QUALITY INDICATOR OF 
A OF A TABLE WITH RESPECT TO THE 
DIMENSION D (AQI (A, T, D)) 

•  It is defined as the arithmetical average of the 
values of the quality indicator of the attribute A 
with respect to the dimension D: 
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Set of metrics for a problem. 
In some occasions, it is necessary to define a set of 
metrics to describe in a suitable way a concrete situation 
of data quality. Once upon chosen the best fitting 
dimensions and metrics, it proposes to draw in a table as 
the following one all the information related to the 
decisions on the chosen metric. Table 1 resumes this 
issue. 

CONCLUSSIONS AND FUTURE WORK 
We have just presented a data quality model based on 
maturity levels. This work addresses main issues on 
drawing a DMP, identifying all components and 
established relationships, and for highlighting quality 
aspects for processes and for data governed by data 
quality policies. The idea for making a DMP stemmed 
from the sensation that data quality measurements 
represented by third companies’ works was insufficient 
because some present areas lacking information are 
needed to be filled. The idea of drawing maturity levels 
came from quality ideas and were formalized through 
Humphrey’s ([25]) concepts. Data quality aspects are 
formalised mainly trough TDQM’s and other principles. 
Technical aspects of data warehouse management were 
first observed from DWQ.  
Organizations must learn and formally model their data 
quality management so that major data problems sources 
can be identified. Once identified, initiatives for avoiding 
them or for improving efficiency can be arranged. 
We are currently working on several issues, such as a 
data quality management questionnaire for each level, 



 

and a major classification of both active and passive 
components, and their relationships. This is done by 
studying literature as well as from our own experiences. 
For an empirical validation of our advances, we are 
working with several enterprises, which have accepted to 
implement this work through their DMPs. This will allow 
refining maturity levels and quality goals.  
The main contribution of this paper is to provide a 
framework where all these researchers can work to unify 
all data quality concepts and related trends. 
 

Table 1: Summary of Metrics 
Metrics Measured 

Dimension  
Allowed
 Values 

Dependence    
of the 

Environment 

Resource - 
Mechanism 

RIVD (BD) Correction [0,1] No Meta Data 

AQI(T, A,D) D [ a, b] No M 

 

Where: 
•  a and b the minimal and maximum values 

respectively for V and 
•  M is the mechanism of evaluation. 
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