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Abstract—This paper presents a recommendation algorithm 

with which to recommend Knowledge Objects within a 

Community of Practice (CoP). It is based on a trust model that 

takes into account not only previous experience of a 

Knowledge Source, but also the position of the respective 

member in the community, along with that member’s level of 

expertise. Furthermore, the system attempts to emulate the 

principle of human intuition. The combination of these factors, 

which can be adjusted by means of weight factors, enables the 

system to make decisions based on a calculated trust value even 

if a new member is introduced into the community or the 

entire community is newly created. To demonstrate the 

capabilities of this algorithm, a tool employing a multi-agent 

architecture has been developed which is also presented. 

Keywords: Knowledge Management, Communities of 

Practice, Recommender Systems, Trust Models 

I. INTRODUCTION 

Knowledge Management (KM) is an important success 
factor for any company. The purpose of knowledge 
management is to help companies to create, share and use 
knowledge more effectively [6]. Information technologies 
play a key role in achieving these goals. However, it is rather 
difficult to design tools which, for instance, recommend 
knowledge since it is first necessary to know certain 
characteristics of the person or entity that will receive the 
recommendation. The domain in which the knowledge will 
be used must also be taken into account. Therefore, before 
designing a knowledge recommendation tool, we first 
studied how people share knowledge in order to discover 
what factors influence this process. This study led us to the 
realisation that employees frequently exchange knowledge 
with people who work on similar topics and that 
communities are consequently either formally or informally 
created. These can be called “communities of practice”, by 
which we mean groups of people with a common interest in 
which each member contributes knowledge concerning a 
common domain [12].  

Communities of practice (CoPs) enable their members to 
benefit from each other’s knowledge. This knowledge 
resides not only in people’s minds but also in the interaction 
between people and documents. CoPs share values, beliefs, 
languages, and ways of doing things. Many companies report 
that such communities help to reduce problems caused by a 
lack of communication, and save time by “working smarter” 
[13]. 

We are therefore developing a tool to support knowledge 
sharing in CoPs. The first problem that we encountered when 
designing this tool was how to evaluate how useful a piece of 
knowledge is. Furthermore, we identified the need to 
encourage the reuse of information. In order to confront 
these two issues an algorithm to recommend Knowledge 
Objects (KO) was developed. This uses a trust model that we 
had previously developed to discover how trustworthy a 
Knowledge Source (KS) is.  

The remainder of this work is organized as follows: The 
next section outlines how the recommender system works; 
this information is necessary if we are to understand the 
algorithm used to recommend KO. Said algorithm is then 
described in Section 3. In Section 4 we describe related 
work. Finally, in Section 5, conclusions and future work are 
outlined. 

II. A RECOMMENDER SYSTEM 

This section describes the recommender tool. This tool 
uses a multi-agent architecture (see [11]) in which each CoP 
member is represented by a software agent called a User 
Agent. A new community member must first join a 
community, and this is done by using the “Register” menu 
and choosing a community from those which are available. 
Once registered, a member can provide new KOs or use KOs 
which are already available in the community and propose 
new topics. The two first situations are described.  
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Figure 1. Interface of the tool 

1) Proposing a new KO. In order to provide a KO (for 
instance a document) a person must use the “Propose” menu 
and must configure the followings options (see Figure 1): 

• Topic: In each community there may be different 
topics or areas. The users can choose that in which 
they intend to propose the document. 

• KO: The proposed document. 

Once the user has chosen the options, the User Agent 
sends the values to another software agent called the 
Manager Agent which is in charge of adding the new KO to 
the community and modifying the frequency of contribution 
of the User Agent in this community.

2) Using community KO. Members can search for a KO 
in every community in which they are registered and their 
User Agent will help them to find that which is most 
suitable. Therefore, when someone searches for a KO 
relating to a topic their User Agent consults the Manager 
Agent about which KOs are related to this topic. The 
Manager Agent then replies with a list of KOs. The User 
Agent sorts this list by using an algorithm which will be 
explained in the following section of this paper. The User 
Agent can therefore detect how worthy a KO is, thus saving 
employees time, since they do not need to review all the KOs 
related to a topic but only those considered to be most 
relevant by the members of the community or by the  user 
him/herself.  

Once one or several KOs have been chosen, the user 
must then evaluate the KOs consulted in order to provide 
feedback to the community about them.   

III. DESCRIPTION OF THE ALGORITHM

This section describes the algorithm used for the tool to 
recommend a KO. The input of this algorithm will be a set of 
KOs. Each KO may or may not have been evaluated 
previously, so a KO may already have a list of evaluations 
(along with the identity of each person who evaluated it), or 
it may appear without any evaluation. This aspect will be 
taken into account by the algorithm which therefore 
distinguishes two groups: 

Group 1 (G1): This group is formed of the KOs that have 
been evaluated. This is the most important group since if we 
have previous evaluations about a KO we have more 
information about it in order to know whether it is advisable 
to recommend it or not.    

Group 2 (G2): these KOs have not been used previously 
so the tool does not have any evaluations about them. Let us 
now observe how each group is processed by the algorithm.  

In G1 the KOs will be ordered by a Recommendation 
Rate which is calculated for each KO. Hence RRk signifies 
the Recommendation Rate for a particular KO called k, and 
is obtained from: 

(1) 
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where TEi is the mean of the evaluations determined by 
the trust that an agent “i” has in each evaluator (the person 
who has previously evaluated that KO). TEi is calculated as: 

(2) 

Therefore, TSij is the trust value that the User Agent “i”
has in the knowledge source “j”, since in a CoP the source 
which provides a KO will usually be a CoP member. TSij

represents the trust that an agent “i” has in another agent “j”
and Ejk is the evaluation that an agent “j” has made about a 
particular KO “k”.  

 The parameter TSik used in Formula (1) similarly 
indicates the trust that an agent “i” has in a knowledge 
source “k”. Both w1 and w2 are weights which are used to 
adjust the formula, and will be discussed in more detail later. 
The sum of w1 and w2 should be 1.  

In order to illustrate how all the parameters are obtained, 
consider the following example, in which the tool has the 
evaluations of a KO called k, as is shown in Table (1).  

TABLE I. EVALUATIONS OF A KO (X)

The first step is to calculate TEi. When we first began to 
design the algorithm, TEi was calculated as the average of 
these four values. However, after testing the recommender 
system we realized that the average did not give good results 
since the situation sometimes arose that, for example, User 1 
was an expert in the topic of a particular KO, so the expert’s 
opinion should have had more weight than for instance that 
of novel members who did not have as much knowledge 
about that topic. We therefore decided to use a weighted 
mean in which each evaluation is carried out according to the 
trust value that the User Agent has of each evaluator (more 
details of how this value is obtained will be given later). 
Table 2 shows an example of the trust values that a particular 
User Agent may have with regard to the User Agents that 
have evaluated the KO. 

TABLE II. EVALUATOR’S TRUST VALUES

Evaluator Trust value (TSij)

User 1 5

User 23 1

User 4 2

User 13 1

The result of applying the weighted mean in this case is:  

as opposed to the average which would be 2.25 (from 
(5+1+2+1)/4). This shows that the result is more trustworthy 
with the weighted mean as it is closer to the expert’s opinion 
whose evaluation was 5. The second step is to discover the 
TSik in Formula (1) in order to know how trustworthy the 
source of this KO “k” is. Let us suppose that TSik is equal to 
5 (an explanation of how the TS values are obtained will be 
provided in the second part of this section). It is now 
therefore necessary to consider what values w1 and w2 
should have. One advantage of this formula is that it permits 
us to change these weights in accordance with the CoPs’ 
preferences, since some CoPs may prefer not to take the TSik 

into consideration, and in this case w2 would be zero. Other 
CoPs might wish to give a little weight to this factor and 
more weight to TEi, so w1 could be 0.8 and w2 0.2. These 
weights therefore give more importance (more weight) to the 
trust obtained by taking into account previous evaluations. In 
this case the results obtained are: 

So the Recommendation Rate for this KO “k” would be 
3.66. 

The algorithm would then calculate the RR of each KO 
related to a topic that a user is interested in and would later 
show a list with the KOs ordered according to the RR. In the 
case of there being a high quantity of KOs, then only those 
with a higher RR would be shown.     

Group 2 will use another formula to calculate the RR for 
each KO since in this case there are no results of previous 
evaluations of the KOs.  The formula used is, therefore: 

(3)

where TSix is the Trust that the User Agent “i” has in the KS 
“x” which provides the KO “k”, and Rex is the reputation that 
the KS has (according to another member’s agents’ opinion). 
This Rex value is calculated by asking those agents with a 
higher trust value about the KS with a weighted mean which 
is subsequently calculated. Rex is therefore obtained as: 

(4) 

where TSjx is the trust that an agent “j” has in the KS “x” and 
TSij is the trust value that the agent “i” has in agent “j”.
Therefore, the agent’s opinion of KS “x” is adjusted by the 

EEvvaalluuaattoorr TTrruusstt VVaalluuee (( TSij)

User 1 5

User 23 1

User 4 2

User 13 1
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opinion that the agent “i” has with regard to the agent which 
is giving its “opinion” (trust value in the KS “x”). 

In this example, the values 0.6 and 0.4 have been chosen 
for the weights w1 and w2 respectively, thus placing more 
importance on the trust value that an agent itself has in the 
KS than on the other member’s opinion. However, this is 
also useful to adjust the RRk.

In order to illustrate how RR k is calculated, let us 
imagine that we wish to discover the RR k of a KO provided 
by Agent 23. Table 3 shows the trust value that a User 
Agent, for instance Agent 7, might have about other agents. 

TABLE III. AGENT 7’S TRUST VALUES FOR OTHER AGENTS

Agents Trust (TSi=7,j)

Agent 14 4.3 

Agent 23 2.4 

Agent 2 2.3 

Agent 32 1.9 

Agent 12 1.8 

Agent 6 2.1 

Agent 8 2.8 

We can see that the value of TS7, 23 for Agent 23 is 2.4. 
The User Agent now asks the four Agents with the highest 
trust values for their opinion of Agent 23 (trust values). Let 
us suppose that these values are those shown in Table 4. 

TABLE IV. AGENTS WITH THE HIGHEST TRUST VALUES FOR AGENT23

Agent Trust in Agent 23 (TSj,x=23)

14 1 

2 3.4 

6 1.2 

8 1.3 

Therefore, Re will be calculated as: 

We can thus obtain the RR for this particular KO, as:  

Note that the obtained value is smaller than if we had 
only considered the TS7, 23 (2.4). The User Agent will then 

show another list with the KOs that a higher RR has obtained 
(see Figure 2).  

Figure 2. List of documents recommended 

The algorithm can be summarized in the following 
pseudocode: 

Begin 
while KO_list is Not empty 
     For each KO 
    if(KO.hasEvaluations()) then 
  KO.Calculate_RR(evaluations) 
  G1.Add (KO) 
  KO_List.Remove (KO) 
        else 
  KO.Calculate_RR() 
  G2.Add (KO) 
  KO_List.Remove(KO) 
     End_for  
End_while 
G1.Order() 
G2.Order() 
End 

In this pseudocode, each KO in the list is tested to 
discover whether it has evaluations in order to know whether 
it belongs to Group 1 (G1) or Group 2 (G2). In each case the 
RR is calculated by using the formulas explained previously 
and the KO is removed from the original list. Finally G1 and 
G2 are order by the RR and the KOs with the highest RR will 
be recommended.   

The second part of this section explains how a User 
Agent calculates TSij, for which the following formula is 
used:  

(5) 

Each factor of the formula is presented and the 

description of each one is explained as follows: Pj is the 

Position of the Agent “j” in the CoP or in the organization in 

which the CoP exists. LEj is the Level of Expertise that the 
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person represented by the Agent “j” has in a particular 

domain. Iij is the intuition that the User Agent “i” has with 

regard to the Agent “j” and finally PEij is the value of 

Previous Experience that the Agent “i” has had with the 

Agent “j”.

Position: When a new member joins a community that 

person must indicate their position within the organization 

and their User Agent will calculate the Position (P) value of 

that person by using the following formula: 

(6) 

UPL = User’s Position level

NL = number of levels in the community 

Therefore, if a community has, for example, 5 possible 

position levels (NL=5), and if the new member has a level 

of UPL=2 then the value of P will be 2/5=0.4. Therefore, the 

different values of P for a community with five levels will 

be those shown in Table 5:  

TABLE V. EXAMPLE  OF   POSITION  VALUES

Levels Values P

1 0.2 

2 0.4 

3 0.6 

4 0.8 

5 1 

The P values will always be between 0 and 1. Moreover, 

situations may exist in which P will not be taken into 

account, for instance in those CoPs in which all the 

members have the same level or whose members do not 

wish to consider this criterion. In these cases wp (weight of 

position) will be zero and position will not be considered in 

Formula 5. Another situation exists in which wp is equal to 

zero. This occurs when the value of the Previous Experience 

PE > U (U being a threshold which is chosen when creating 

the community). In this case, the User Agent will use the 

following formula to calculate the wp value: 

  Wp = int (U/PEij) being PEij >0                      (7) 

U = Threshold of Previous Experience 

PEij = Value of Previous Experience of an agent i with 

regard to another agent j.

Therefore, when PEij is greater than a particular 

threshold U, wp will be 0, thus ignoring the position factor. 

However, when one agent does not have enough Previous 

Experience (PE) of another it may use other factors to 

obtain a trust value. On the other hand, when the agent has 

had a considerable amount of previous experience with this 

agent or with the knowledge that it has provided, it is more 

appropriate to give more weight to this factor, since 

previous experience is the key factor in all trust models, as 

will be described in Section 4. Therefore, if an agent j has a 

high value of position but most of agent i’s previous 

experience of j has not been successful then the position will 

be ignored. This thus avoids the situation of, for instance, a 

superior who does not contribute with valuable documents 

but is considered trustworthy solely because of being a 

superior. 

Level of Expertise (LE): This factor is used to represent 

the level of knowledge and know-how that a person has in a 

particular domain. This factor may change since a person 

may become more expert in a topic in the course of time. 

In the tool presented, when creating a community the 

levels of expertise considered is also indicated, for instance: 

novice, beginner, competent, expert and master. Each time a 

new member joins a community they will indicate the level 

of expertise that they consider theirselves to have. If the 

members of the community and their level of expertise are 

known to the creator of the community then that person can 

introduce them in the tool. Once the level of expertise has 

been introduced, the user agent will calculate the value for 

this level by using the following formula: 

LE = L/NT+AVj                     (8)

where L is the level of expertise that was introduced, and 

NT is the number of levels in the community. The term AVj

is the Adjustment Value for agent j. This term is particularly 

important since it will be used to adjust the experience of 

each user. This was introduced with the goal of avoiding 

two situations: 

• A person either intentionally or mistakenly 
introduces a level of experience that is not his/her 
true level. 

• Whilst in the community, persons become more 
expert, leading to the situation that their level of 
expertise should be adjusted. 

AVj will initially be 0, and each time a member interacts 

with a KO provided by j the member will rate this KO and 

send this evaluation to the manager agent in charge of 

managing the community. The Manager Agent will verify 

whether the evaluation is negative or positive. If it is 

positive, then agent j’s level of experience can be modified 

by calculating AVj as: 

AVj = (VLn – VLn-1)/PT     (n  1)                        (9) 

If it is negative, then: 

105



AVj = - (VLn – VLn-1)/PT     (n  1)                    (10)

where VLn is the value that a particular level of experience 

has. PT is the Promotion Threshold which is used to 

determine the number of positive rates necessary to promote 

a superior level of experience. Let us illustrate this with an 

example. In a community there are four levels with the 

following values:

TABLE VI. POSITION   LABELS

Labels Level(n) Value(VL) 

Beginner 1 0.25 

Competent 2 0.50 

Expert 3 0.75 

Master 4 1.00 

In this case, the difference between the levels is 0.25 as:  

VLn – VLn-1=0.25

In this version of the tool it is assumed that at least 5 

ratings are necessary to change the level, so PT will be 5 

and AVj will be 0.25/5=0.05. This is therefore the value that 

will be added when a positive rating is received or that will 

be subtracted when this rating is negative. With five positive 

ratings (5*0.05=0.25) there is thus a level promotion. 

Intuition: This term is used when the Previous 

Experience is low and it is necessary to use other factors to 

calculate a trust value. This is one contribution of our work, 

since most of the earlier trust models are based solely on 

previous experience. The agents attempt to emulate human 

behaviour, as people often trust more in people who are 

similar to themselves. For instance a person who has to 

choose between information from two different people will 

normally choose that which comes from the person who has 

the same background, same customs etc. By following this 

pattern, the agents compare their own profiles with the other 

agents’ profiles in order to decide whether a person appears 

to be trustworthy or not. Therefore, the more similar the 

profiles of two agents are, for instance i and j, the greater 

the Iij value in Formula (5) will be. Consequently, when an 

agent determines that it does not have sufficient data in 

order to decide whether or not to trust another agent, it may 

still decide that the other agent seems trustworthy because 

of its similar properties. The agents’ profiles may differ 

according to the community in which they are working. In 

our case, as the data stored in the agents’ profiles are 

‘position’ and ‘expertise’, both these features will be taken 

into account. Therefore, the factors that the tool compares 

are:

• Experience Difference (ED) 

• Position Difference (PD) 

Thus, the Intuition value of an agent i with regard to j

(Iij) is: 

                Iij = EDij + PDij                     (11) 

where EDij = LEi-LEj and PDij = Pi-Pj

This formula is based on the idea that a person normally 

has a greater level of trust in people who have a higher level 

of experience or who are in a higher position than that 

person. Hence, when an agent compares its profile with 

another agent with higher values, the value of intuition will 

be positive. Let us consider the case of agent i which has 

values of LEi=0.2 and Pi=0.6. This agent wishes to know 

how trustworthy another agent j is. In this case the agent 

will use Formula (5) and, depending on the information that 

it has about j, it will or will not be necessary for it to 

calculate the intuition factor. In this situation we shall 

suppose that there is little previous experience and that this 

must be calculated. The values for the agent j are LEj=0.5 

and Pj=0.5. As Figure 3 shows: 

Figure 3. Comparing profiles 

Iij=0.2 (obtained by using formula 11) as EDij=0.3 and 

PDij=-0.1.  

As with position, intuition will or will not be calculated 

depending on the level of PE (previous experience). Thus, 

the weight of intuition, (see Formula 5) wi will be calculated 

as follows: 

                  wi = int (U/PEij) with PEij  0                     (12)                  

Previous Experience: This factor is the most decisive 

of all the factors in Formula (5). In fact, all the previous 

factors depend on it as an agent will decide whether or not 

to use the remaining factors according to the value of 

Previous Experience (PE).  Previous Experience is obtained 

through the interactions that the agent itself has, so this is 

direct experience. Each time one agent interacts with 

another (by interacting we mean, for instance, that one agent 

uses a KO provided by another), the first agent asks its user 
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to rate that KO in order to discover whether the KO was: 

• useful 

• related to the topic at hand 

• recommendable for other people interested in the 
same topic 

• up-to-date 

The agent then labels this interaction with a label from 

Table 7. A value for Current Experience (CE) is thus 

obtained which will modify the previous value of PE in 

accordance with the following formula: 

                    PEij(x) = PEij(x-1) + CEij(x)                     (13) 

TABLE VII. PE LABELS

Label PE Level 
Very Bad - 0.3 

Bad - 0.2 

Medium + 0.1 

good + 0.2 

Very good + 0.3 

where PEij(x) is the value of Previous Experience that the 

agent i has about another agent j in an interaction x. 

EPij(x-1) is the value of Previous Experience that the 

agent i had about another agent j before the interaction x. 

CEij(x) is the value of the experience that i has had with j 

in the interaction x. 

For instance, if an agent i has just taken part in an 

interaction  with the agent j, and this is labeled as “bad”, but 

the value of PEij(x-1) was 0.8, then the value of PEij(x) will 

be 0.6 obtained from (0.8+(-0.2)). Moreover the agent i will 

send the Manager Agent the value of CEij(x) in order to 

calculate AVj (see Level of Expertise). 

As has previously been explained, the Position and 

Intuition factors depend on the PE value. When an agent has 

sufficient PE then Position and Intuition can be ignored, and 

only the PE and the Level of Expertise will be considered. 

The latter is also included to ensure that an agent takes 

advantage not only of its own previous experience but also 

of that of the other agents since Level of Expertise (LE) is 

adjusted by the AVj which comes from other previous 

experience. 

IV. RELATED WORK 

Our work can be compared with other proposals that use 
agents and trust models in knowledge exchange. With regard 
to trust, in models such as eBay [7] and Amazon  [2], which 
were proposed to resolve specific situations in online 
commerce, the ratings are stored centrally and the reputation 

value is computed as the sum of those ratings over six 
months. Thus, reputation in these models is a single global 
value. These models are too simple in terms of their trust 
values and the way in which they are aggregated, but they 
work quite well as regards giving guidance to their clients. In 
[14] the authors present the Sporas model, a reputation 
mechanism for loosely connected online communities in 
which, among other features, new users start with a 
minimum reputation value, the reputation value of a user 
never falls below the reputation of a new user and users with 
very high reputation values experience much smaller rating 
changes after each update. 

The problem with this approach is that when somebody 
has a high reputation value it is difficult to change this 
reputation, or the system needs a high amount of 
interactions. A further approach of the Sporas authors is 
Histos which is a more personalized system than Sporas and 
is oriented towards highly connected online communities. In 
[10] the authors present another reputation model called 
REGRET in which the reputation values depend on time: the 
most recent rates are more important than previous rates. In 
[5] the authors present the AFRAS model, which is based on 
Sporas but uses fuzzy logic. The authors present a complex 
computing reputation mechanism which handles reputation 
as a fuzzy set, while decision making is inspired in a 
cognitive human-like approach. In [4] the authors present a 
trust and reputation model that considers trust and reputation 
as emergent properties of direct interactions between agents, 
based on multiple interactions between two parties. In this 
model, trust is a belief an agent has about the performance of 
the other party to solve a given task, according to its own 
knowledge. In [1] the  authors propose a model which allows 
agents to decide which agents’ opinions they trust more and 
to propose a protocol based on recommendations. This 
model is based on a reputation or word-of-mouth 
mechanism. The main problem with this approach is that 
every agent must maintain rather complex data structures 
which represent a kind of global knowledge about the whole 
network. 

Barber and Kim present a multi-agent belief revision 
algorithm based on belief networks [3]. In their model the 
agent is able to evaluate incoming information, to generate a 
consistent knowledge base, and to avoid fraudulent 
information from unreliable or deceptive information sources 
or agents. This work has a similar goal to ours. However, the 
means of attaining it are different. In Barber and Kim’s case 
reputation is defined as a probability measure, since the 
information source is assigned a reputation value of between 
0 and 1. Moreover, every time a source sends knowledge, 
that source should indicate the certainty factor that the source 
has of that knowledge. In our case, the focus is very different 
since it is the receiver who evaluates the relevance of a piece 
of knowledge rather than the provider as in Barber and 
Kim’s proposal. 

In [9] the authors present a trust and reputation model 
which integrates a number of information sources in order to 
produce a comprehensive assessment of an agent’s likely 
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performance. In this case the model uses four parameters to 
calculate trust values: interaction trust, role-based trust, 
witness reputation and certified reputation. We use certified 
reputation when an agent wishes to join a new community 
and uses a trust value obtained in other communities, but in 
our case this certified reputation is made up of the four 
previously explained factors and is not only a single factor. 

Also, works such as [8] use the term ‘Community’ to 
support knowledge management but  a specific trust model 
for communities is not used. 

The main differences between these reputation models 
and our approach are that these models need an initial 
number of interactions to obtain a good reputation value and 
it is not possible to use them to discover whether or not a 
new user can be trusted. A further difference is that our 
approach is oriented towards collaboration between users in 
CoPs and to encourage the reuse of information by 
recommending the most suitable KO for each CoP member. 
Other approaches are more oriented towards competition, 
and most of them are tested in auctions. 

V. CONCLUSIONS AND FUTURE WORK

This paper describes an algorithm with which to 

recommend KOs in CoPs. This algorithm has several 

advantages: 

• The User Agents recommend the KO which is most 
suitable for their user, considering personal factors 
such as the previous experience that the user has had, 
or intuition.   

• The proposed algorithm can calculate a trust value 
even though the CoP has only recently been created 
since, in order to calculate trust, various known 
factors are used such as Position, Level of Expertise 
and even Intuition. This is a key difference with 
regard to other algorithms which use only previous 
experience and which cannot then calculate trust 
values if the system is just starting to work. When a 
new member arrives it is also impossible for other 
algorithms to calculate a previous trust value related 
to this new member. 

• The fact of using intuition is another important 
difference with regard to other algorithms. This 
factor has been included since we wished to imitate 
how human beings decide whether or not it is 
appropriate to trust somebody, based on intuition.  

• A further contribution of this algorithm is that it is 
quite flexible since in many situations weights are 
used to modify the formulas. The designers of other 
recommender systems could therefore use this 
algorithm and decide what values they should give to 
these weights in order to adapt the formula to their 
needs.  

As future work we are currently searching for other 
functionalities for our recommender, such as the  detection of 
experts in a topic, since people who contribute with the most 
useful KO could, at first sight, be considered experts in that 
topic. However, various tests must be carried out in order to 
verify how the tool and the algorithm might be improved. 
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