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FOREWORD

The mission of the ENASE (Evaluation of Novel Approaches to Software Engineering) con-
ferences is to be a prime international forum to discuss and publish research findings and IT
industry experiences with relation to evaluation of novel approaches to software engineer-
ing. By comparing novel approaches with established traditional practices and by evaluating
them against software quality criteria, the ENASE conferences advance knowledge and re-
search in software engineering, identify most hopeful trends and propose new directions for
consideration by researchers and practitioners involved in large-scale software development
and integration.

This conference volume contains papers of the 6th edition of ENASE held in Beijing, China.
The previous conferences took place in Erfurt, Germany (2006), Barcelona, Spain (2007),
Madeira, Portugal (2008), Milan, Italy (2009), and Athens, Greece (2010). There is a
growing research community around ENASE that is increasingly recognized as an important
international conference for researchers and practitioners to review and evaluate emerging
as well as established SE methods, practices, architectures, technologies and tools. The
ENASE conferences host also keynotes, workshops and panels.

The ENASE proceedings are published in time for conferences by INSTICC (Institute for
Systems and Technologies of Information, Control and Communication). Moreover, starting
from the 2nd conference in Barcelona, modified and extended versions of ENASE papers
are published as post-proceedings by Springer CCIS (Communications in Computer and
Information Science) in Revised Selected Papers Series.

Overall, for the 6th ENASE in Beijing we have received 75 papers from 31 countries, of
which 55 were regular papers and 20 were short or position papers. The reviewing process
was carried out by about 80 members of the ENASE 2011 Program Committee. The
final decision of acceptance/rejection was taken based on the received reviews by the PC
co-chairs Leszek Maciaszek and Kang Zhang. Borderline papers were subjected to extra
considerations and discussions before decisions were reached.

For ENASE 2011, we have finally accepted 18 full papers (with scores 4 and above; max.
6) and 10 short papers. The relevant acceptance statistics for full papers are: 32.7% (based
on 55 submissions) or 24% (based on 75 submissions) - clearly, the former percentage is
more truthful. The acceptance rate confirms the desire of the ENASE Steering Committee
to ensure high quality of the conferences. All six ENASE conferences had the acceptance
rate for full papers at around or below 30%.

Papers accepted for ENASE 2011 were presented in nine categories:

1. Software Quality and Testing
2. Requirements Engineering
3. Programming

IX



4. Software Processes and Methods
5. Software Tools and Environments
6. Business Process and Services Modeling
7. Software Components
8. Software Effort and Processes
9. Socio-Technical Aspects of Software Development

Leszek Maciaszek
Macquarie University, Australia / University of Economics, Poland

Kang Zhang
The University of Texas at Dallas, U.S.A.
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MODEL-DRIVEN TESTING 
Transformations from Test Models to Test Code 

Beatriz Pérez Lamancha, Pedro Reales Mateo, Macario Polo 
ALARCOS research group, Castilla-La Mancha University, Ciudad Real, Spain 

{beatriz.plamancha, pedro.reales, macario.polo}@uclm.es 

Danilo Caivano 
Dipartamento di Informatica, Universitá degli Studi, Bari, Italy 

caivano@di.uniba.it 

Keywords: Model-driven testing, Model-based testing, UML testing profile, Transformation, Model to text 
transformation, MOFScript, xUnit, JUnit. 

Abstract: In MDE, software products are built with successive transformations of models at different abstraction 
levels, which in the end are translated into executable code for the specific platform where the system will 
be deployed and executed. As testing is one of the essential activities in software development, researchers 
have proposed several techniques to deal with testing in model-based contexts. In previous works, we 
described a framework to automatically derive UML Testing-Profile test cases from UML 2.0 design 
models. These transformations are made with the QVT language which, like UML 2.0 and UML-TP, is an 
OMG standard. Now, we have extended the framework for deriving the source code of the test cases from 
those in the UML Testing Profile. This transformation, which can be applied to obtain test cases in a variety 
of programming languages, is implemented with MOFScript, which is also an OMG standard. Thus, this 
paper almost closes our cycle of testing automation in MDE environments, always within the limits of OMG 
standards. Moreover, thanks to this standardization, the development of new tools is not required. 

1 INTRODUCTION 

Currently, new technologies, new tools and new 
development paradigms exist that help to reduce 
software development time. Increasingly, software 
development models are being used to a greater or 
lesser degree. These models can be used for 
requirements elicitation, to achieve a common 
understanding with stakeholders or to build and 
share the architecture solution. Model-Driven 
Engineering (MDE) considers models for software 
development, maintenance and evolution through 
model transformation (Mens and Van Corp, 2006). 

Testing must support software development, 
reducing testing time but ensuring the quality of the 
product generated. Model-based testing (MBT) 
provides techniques for the automatic generation of 
test cases using models extracted from software 
artefacts (Dalal et al., 1999). Several approaches 
exist for model-based testing (Dias Neto et al., 2007, 
Prasanna et al., 2005). Nonetheless, adoption of 
model-based testing by the industry remains low and 

signs of the anticipated research breakthrough are 
weak (Bertolino, 2007). In this work, we use the 
term model-driven testing to refer to a model-based 
testing approach that follows the MDE paradigm, 
i.e., using model transformations. 

In previous works (Perez Lamancha et al., 2010, 
Pérez Lamancha et al., 2009a), we defined an 
automated model-driven testing framework. This 
framework uses two types of transformations, the 
first of which is model-to model-transformation to 
generate test models from design models. This 
transformation takes UML 2.0 models as input and 
through QVT, produces UML Testing Profile 
models (this can be consulted in (Pérez Lamancha et 
al., 2009b)).   

The second type of transformations is test model 
to test code transformation, which is the main 
contribution of this paper.  

Figure 1 describes the transformation from test 
model to test code. The transformation is developed 
using the MofScript tool (2011b), which implements 
the OMG´s MOF model-to-text transformation 
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(OMG, 2008). In this work, the transformation 
generates JUnit code (2011a), which makes it 
possible to automate the coding of Java test cases 
and their management. It is also possible to generate 
other testing code, for example, NUnit (2011c) to 
test .Net systems.  

 
Figure 1: Test model to test code transformations. 

Once the test code is obtained by the 
transformation, it can be compiled and executed to 
test the system under test (SUT) and to obtain the 
test case verdict, i.e., whether it fails or passes. 

Section 2 presents the metamodels and standards 
used in this paper. Section 3 describes the approach 
for model-driven testing and presents the automated 
testing framework. Section 4 summarizes the model 
to model transformations definded in the framework. 
Section 5 describes transformations from test models 
to test code using MofScript in detail. Section 6 
summarizes the works related to our approach. 
Finally, Section 7 presents conclusions and future 
work. 

2 METAMODELS AND 
STANDARDS  

One of the central parts of MDE is model 
transformation, defined as the process of converting 
one model to another model of the same system 
(Miller and Mukerji, 2003). Even with the source 
code, programs are expressed in a programming 
language; if we make the correspondence between a 
grammar and a metamodel explicit, programs may 
be converted into equivalent MDA-models (Bezivin, 

2005).  A transformation requires: (i) source and 
target models, (ii) source and target metamodels and 
(iii) the definition of the transformation (Miller and 
Mukerji, 2003). In this work the metamodel used is 
the UML Testing Profile. 

UML 2.0 Testing Profile (UML-TP) (OMG, 
2005) defines a language for designing, visualizing, 
specifying, analyzing, constructing and documenting 
the artefacts of test systems. It extends UML 2.0 
with specific concepts for testing, grouping them in 
test architecture, test data, test behaviour and test 
time. 

Figure 2 shows an excerpt of the UML-TP 
metamodel. The test architecture in UML-TP is the 
set of concepts to specify the structural aspects of a 
test situation. It includes the TestContext, which 
contains the test cases (as operations) and whose 
composite structure defines the test configuration. 
The test behaviour specifies the actions and 
evaluations necessary to evaluate the test objective, 
which describes what should be tested. The 
TestCase specifies one case to test the system, 
including what to test it with, the required input, 
result and initial conditions. It is a complete 
technical specification of how a set of 
TestComponents interacts with a System Under Test 
(SUT) to realize a TestObjective and returns a 
Verdict value (OMG, 2005).  

 
Figure 2: UML-TP metamodel. 

We use two transformations: for model to model 
transformation (M2M) we selected the OMG’s 
Queries, Views and Transformations (QVT) 
standard (OMG, 2007). The QVT standard describes 
three languages for transformations: Relations, 
Operational and Core. Of these, we used the 
Relations language, where each relation specifies 
how an element (or set of elements) from the source 
models is transformed into an element (or set of 
elements) of the target model. The Operational 
language can be used to implement one or more 
Relations from a Relations specification when it is 
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difficult to provide a purely declarative specification 
of how a Relation is to be populated. QVT Core is a 
low-level language into which the others can be 
translated (OMG, 2007). One of the advantages of 
the QVT standardization is its adoption by tool 
vendors, which also entails the possibility of 
interchanging models across different platforms.  

For model to code transformation (M2C), we 
use the MOFScript tool (2011b), an implementation 
of OMG’s MOF Model to Text transformation 
language (MOF2Text) (OMG, 2008). Each 
transformation defined with this language is 
composed of a texttransformation element. A 
texttransformation is the main element that 
transforms a model into text. These models are 
specified as inputs in the transformation. Also, a 
texttransformation can import other previously 
defined transformations. 

A texttransformation is composed of rules. A 
rule is basically the same as a function. Each rule 
performs a sequence of operations or calls to other 
rules in order to analyze the input models and 
generate the desired text. Each rule has a context 
type, which is a type of input metamodel. This 
represents the type of elements to which the rule can 
be applied. Also, a rule can have a return element, 
which can be reused in other rules and input 
parameters to perform the operations defined in the 
rule. Both the return and the input parameter have a 
type of input metamodel or basic type, which is 
defined by MOFScript language.   

A texttransformation element can also have an 
entry point rule. This is a special type of rule called 
main. This rule is the first rule to be executed when 
the transformation is executed and has the 
responsibility for executing the rest of the 
transformation rules. 

The M2C transformation in our case generates 
xUnit code. xUnit is a family of frameworks, which 
enable the automated testing of different elements 
(units) of software. Such frameworks are based on a 
design by Kent Beck, originally implemented for 
Smalltalk as SUnit (Beck, 1999). Gamma and Beck 
ported SUnit to Java, creating JUnit (2011a). From 
there, the framework was also ported to other 
languages, as NUnit for .NET. 

3 MODEL DRIVEN TESTING 
APPROACH 

Our proposal for model driven testing automatize the 
generation of test cases from design models using 

model transformations. We have defined an 
automated  framework, based on Dai’s idea (Dai, 
2004). Figure 3 shows the models involved in the 
framework, which is divided vertically into System 
models (left) and Testing models (right).  For 
System models, the framework follow the MDA 
(Miller and Mukerji, 2003) levels. MDA defines 
three viewpoints of a system (Harmon, 2004):  

(i) the Computation Independent Model (CIM), 
which focuses on the context and 
requirements of the system without 
considering its structure or processing; 

(ii) the Platform Independent Model (PIM), which 
focuses on the operational capabilities of a 
system outside the context of a specific 
platform; and 

(iii)  the Platform Specific Model (PSM), which 
includes details relating to the system for a 
specific platform. 

The philosophy of MDA can be applied to test 
modeling. As  Figure 3 shows, the same abstraction 
levels (PIM, PSM) can be applied to test models. 
The Test levels defined are (Dai, 2004):  

(i) platform independent test model (PIT),  
(ii) platform specific test model (PST) and   
(iii) executable test code. 

Furthermore, with the adequate transformations, 
test models can directly proceed from system 
designs. The arrows in Figure 3 represent 
transformations between models.  

 
Figure 3: Model-driven testing approach. 

The main characteristics of the automated 
framework for model-driven testing that we have 
defined and implemented are (Perez Lamancha et 
al., 2010): 
 Standardized. The framework is based on 

Object Management Group (OMG) standards, 
where possible. The standards used are UML, 
UML Testing Profile as metamodels, and 
Query/View/Transformation (QVT) and 
MOF2Text as standardized transformation 
languages. 
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 Model-driven Test Case Scenario Generation. 
The framework generates the test cases at the 
functional testing level (which can be extended 
to other testing levels); the test case scenarios are 
automatically generated from design models and 
evolve with the product until the test code 
generation. Design models represent the system 
behaviour using UML sequence diagrams.  

 Framework Implementation using Existing 
Tools. No tools have been developed to support 
the framework: existing market tools that 
conform to the standards can be used. The 
requisite is that the modelling tool can be 
integrated with the tools that produce the 
transformations.    

Figure 4 shows the UML diagrams used in the 
framework. For each functionality represented as a 
sequence diagram at PIM level, the test case is 
automatically generated using QVT (arrow 1). The 
transformation generates the test case behaviour as 
another sequence diagram and a class diagram 
representing the test architecture. Both models 
conform to the UML Testing Profile (UML-TP). 
Earlier works (Pérez Lamancha et al., 2009b, Perez 
Lamancha et al., 2010), presented this 
transformation, summarized in Section 4. 

 
Figure 4: Metamodels involved in the testing framework. 

In this paper, the transformation from test models 
to test code is described. This transformation 
corresponds to arrow (2) in Figure 3 and Figure 4. 
With this transformation the entire cycle is closed, 
and the framework is completed. As result, an 
executable test code is generated from a test model, 
which in turn proceeds from the design model. 

For the transformation in arrow (2), test models 
represented using UML-TP are the input, and the 
test code is the output. This test code can be written 

according to several testing frameworks (for 
example JUnit, the unit testing framework for Java). 
This transformation is done using MOF Model-to-
Text (OMG, 2008). Once the test code is obtained, it 
can be compiled and possibly executed. With this 
executable test code, the system can be tested (arrow 
3 in Figure 4). 

4 TEST MODEL GENERATION 

This section explains how the test cases can be 
derived from sequence diagrams at functional test 
level, corresponding to arrow 2 in Figure 4. A UML 
Sequence diagram is an Interaction diagram, focused 
on the message interchange between lifelines. A 
sequence diagram describes sequences of events. 
Events are points on the lifeline, such as the sending 
of a message or the reception of a message (Baker et 
al., 2007) . A sequence diagram can be used to show 
the system behaviour for a use case scenario in a 
design model as well as to show the behaviour of a 
test case in a test model. 

Figure 5 shows the main scenario of the “Login” 
use case, where a user gives his/her user name and 
password and the system checks whether both 
parameters are valid; if they are, the system creates a 
new session for that user. To generate the test case 
for a sequence diagram, from a functional testing 
point of view, the system must be considered as a 
black box and the stimulus from the actor to the 
system must be simulated and vice versa. Using the 
UML-TP, actors are represented with 
TestComponents, whilst the System is represented 
with the SUT.  

 
Figure 5: UML sequence diagram for “Login”. 
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Figure 6: Test case automated generated using QVT transformation from Login sequence diagram. 

In our proposal, each message between the actor 
and the SUT must be tested. For this, the following 
steps in the test case behaviour are generated: 

• Obtaining the test data: To execute the test 
case, the required test data is stored in the 
DataPool. The TestComponent asks for the 
test data using the DataSelector operation in 
the DataPool. 

• Executing the test case in the SUT: The 
TestComponent simulates the actor and 
stimulates the SUT. The TestComponent calls 
the SUT functionality to be tested: i.e., 
TestComponent calls the message to test in the 
SUT.  

• Obtaining the test case verdict: The 
TestComponent is responsible for checking 
whether the value returned for the SUT is 
correct, and uses the Validation Action for 
that.  

Figure 6 shows the test case generated to test the 
functionality of Figure 5. The TestComponent 
(Student_TComponent) simulates the Student actor 
in Figure 5. It obtains the test data necessary from 
the DataPool, executes the operations of the system, 
and finally uses a ValidationAction to check the 
correct running of the system. The first message in 
Figure 6 calls the loginUser(uid,psw):Boolean. To 
test this, first, the arguments are taken from the 
DataPool using a DataSelector for each argument; 
the DataPool retrieves the user (uid), password 
(pwd) and the expected result (result). The 
TestComponent executes the loginUser method in 
the SUT (message labelled 3 in Figure 6), and the 
return from the SUT is the real result (logged). 

Finally, the Validation Action is responsible for 
the test case verdict: the test case passes if the 
expected result is equal to the actual result; 
otherwise, it fails.  

Figure 7 shows the resulting test architecture 
derived for this example, which conforms to the 
UML-TP metamodel. Since the UML-TP is a UML 
Profile, the classes defined in the test architecture 
are stereotyped.  

 
Figure 7: Test architecture generated. 

The main concepts generated are: 
• Login_TestContext: Stereotyped as  

<<TestContext>>, includes the operation 
Login_test for executing the test.  
• Login_DataPool: Stereotyped as 
<<DataPool>> contains the test data. Operations 
in this class are stereotyped as <<DataSelector>> 
and will be used in the tests to obtain the test 
data. Includes the operation DataSelector 
ds_loginUser. 
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• Student_TComponent: Stereotyped as 
<<testComponent>> is responsible for initiating 
the test case and interchanging events with the 
SUT to test the functionality.  
More information about the semantic of the 

transformations from design to test models and 
about how QVT transformations were developed can 
be consulted in (Pérez Lamancha et al., 2009b). 

5 TRANSFORMATIONS FROM 
MODELS TO CODE 

This section presents the main contribution of the 
paper: transformations from test models to test code, 
which corresponds to the arrow labelled 2 in Figure 
5. 

Table 1: Transformation rules semantic for test archi-
tecture (adopted from UML-TP). 

 
Our approach applies the idea of MDA 

development to testing. MDA separates business 
complexity from the implementation details, by 
defining several software models at different 
abstraction levels (Mellor et al., 2004, Kleppe et al., 
2003). 

Once the test cases and the test architecture are 
obtained, the next step is to obtain the test code to 
test the system. Table 1 shows how the test model is 
transformed to test code.  

We use JUnit test code to exemplify the 
transformation. The transformation takes UML-TP  
   

models as input and generates JUnit Code as output.  
Table 1 shows the semantic of the transformation 

rules to generate the test code.  The first column 
shows the UML-TP artefact, the second shows the 
JUnit element generated and the third describes the 
semantic of the transformation. UML-TP 
specification describes the transformations to JUnit 
for the test architecture.  

However, transformation rules for behavioural 
test cases are defined by us, taking into account the 
characteristics of the sequence diagrams generated 
(see Table 2). 

Table 2: Transformation rules semantic for test behaviour. 

 

5.1 MOFScript Transformations 

Two MofScript transformations have been 
implemented to perform the transformations in 
Table 1 and Table 2. These MofScript 
transformations are TextContextMapping and 
DataPoolMapping. 

TestContextMapping transformation is 
responsible for generating the JUnit code that 
contains the test cases, and the body of the test 
cases. This transformation has a set of rules that can 
be split into two:  

1) rules to create the architecture (the test suite 
class and the test case methods) and  

2) rules to create the body of the test cases (in 
the next section). 
The first kind of rule analyzes the packages, classes 
and sequence diagrams that represent test cases and 
create a specialization of TestSuite class for each 
class stereotyped as <<TestContext>>. Parameters 
and methods in the model are in turn translated into 
Java parameters and methods (excepting the 
operations which are realized by sequence diagrams 
stereotyped as <<TestCases>>). 
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Table 3: MofScript rule: MapAsAMethod to transform an iteration into a method. 

 
 

The second kind of rule creates the test cases. They 
analyze the sequence diagrams stereotyped as 
<<TestCase>>. Each time an operation of a test 
context is carried out, a new method is created in a 
test suite (previously generated from the text 
context). The method name starts with the word 
“test” and it has not returned value to the 

parameters. Then, the rules generate the body of the 
method analyzing the sequence of messages inside 
the sequence diagram. The transformations 
performed by this kind of rule are described in 
details in the following section. 

The DataPoolMapping transformation is 
responsible for creating the Java classes that 
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represent DataPools for the tests. This 
transformation is only composed of rules to create 
the architecture, because the body of the methods 
simply returns a value. 

5.2 An Example of Mofscrip Rule: 
Uml:Interaction::mapAsAMethod 

This section presents an example of a transformation 
rule using MofScritp. Rule 
uml:Interaction::mapAsAMethod of the 
transformation TextContextMapping is shown in 
Table 3. 

This rule transforms a UML Interaction 
stereotyped as “TestCase” into a JUnit test method 
that belongs to the resulting test suite class. 
Basically, the rule creates the header of the method 
and searches sequences of three elements (as shown 
in Table 3: 

i) a call to the DataPool,  
ii) a call to the SUT and  
iii) a state invariant, in order to create the 

body of the method. 

Statement 2 creates the method header. Then 
statement 5 creates a loop that goes all over the 
messages, searching the messages for the DataPool, 
SUT and the stateinvariant. When a message to the 
DataPool is found, it searches for the remaining calls 
described above.  

At this point the execution of two iterations is 
required. The first iteration creates the calls to the 
DataPool and stores the required information for the 
next iteration. Statements 11-16 translate the 
message to the DataPool into a set of calls to the 
DataPool, one for each parameter passed by the 
reference. This division is required because in UML 
a method can have many parameters by reference 
but in Java the parameters are passed by value and 
there is only a return parameter. Another possibility 
would be to create a method that returns a vector in 
order to contain all the parameters by reference, but 
for simplicity’s sake, we chose to create several 
calls. To create these calls, the auxiliary function 
addVariableDeclaration is used. This function 
creates the declaration of the variable that will 
contain the value retuned by the DataPool. 

The second iteration creates a call to the SUT. 
Statements 18-34 deal with the translation of the 
message to the SUT into a call to the SUT. These 
statements can be split into two parts. The first part 
is composed of statements 18-23. These statements 
check when the call to the SUT has a return value, 
and in that case create a variable declaration using 
the addVariableDeclaration function that will 

contain the value returned by the SUT. Statements 
24-34 compose the second part. These statements 
create the call to the SUT using the variables that 
contain the data obtained from the DataPool.  

At the end of the second iteration, an assertion 
with the information stored in the state invariant 
element is generated, which is just after the message 
element that represents the call to the SUT. 
Statements 35-43 deal with translating the state 
invariant elements into JUnit assertions. The 
statements simply create an assertion and compare 
the expected result obtained from the DataPool with 
the result obtained from the SUT. 

5.3 JUnit Code Generated 

Once MofScript transformations are executed, the 
JUnit test case is obtained. Figure 8 shows the JUnit 
test code generated. 

 
Figure 8: JUnit test code generated.  

This test code could be compiled and executed. 
After this compilation, JUnit shows its execution 
results (Figure 9). 

5.4 Model-driven Testing Framework 
Implementation 

The implementation of the framework requires the 
selection of a modelling tool from those on the 
market, as well as the identification of the tools to 
perform transformations between the models and 
from model to code. Our selected tool was IBM 
Rational Software Architect (IRSA). This tool 
graphically represents the sequence diagrams and 
exports them to UML2 through XMI.  

ENASE 2011 - 6th International Conference on Evaluation of Novel Software Approaches to Software Engineering

128



 

The Eclipse IDE makes it possible to use 
modelling tools in an integrated way, using 
extensions in the form of plug-ins. Eclipse plug-ins, 
which are used to perform modelling tasks, exist. 
The Eclipse Modelling Framework (EMF) plugin 
allows the development of metamodels and models: 
from a model specification described in XMI, it 
provides tools and runtime support to produce a set 
of Java classes for the model, along with a set of 
adapter classes that enable viewing and command-
based editing of the model. UML2 is an EMF-based 
implementation of the UML 2.0 OMG metamodel 
for the Eclipse platform. UML2 Tools is a Graphical 
Modelling Framework editor for manipulating UML 
models.  

The transformation between models (arrow 1 in 
Figure 4) uses QVT language, which requires the 
tool that implements the standard. medini QVT is a 
plugin for eclipse that implements OMG's QVT 
Relations specification in a QVT engine. We used it 
to develop and execute the QVT transformations 
(Pérez Lamancha et al., 2009b). 

The model-to-text transformations have been 
defined with MofScript language, and it thus 
requires a tool that supports this language. The 
MOFScript tool (2011b) is a plugin for Eclipse that 
makes it possible to develop transformations with 
the language MofScript. This tool has been used to 
develop and perform the transformations presented 
in this paper. It has a code editor to define the 
transformations, which brings out the reserved word 
of the language and has autocompletion features. 
This tool also has a MofScript checker and an 
execution engine to check the syntax of the defined 
transformations and execute them.  

 
Figure 9: JUnit test case execution. 

6 RELATED WORKS 

Many proposals for model-based testing exist (Dias  
   

Neto et al., 2007, Prasanna et al., 2005), but few of 
them focus on automated test model generation 
using model transformations. 

Dai (Dai, 2004) describes a series of ideas and 
concepts to derive UML-TP models from UML 
models, which are the basis for a future model-based 
testing methodology. Test models can be 
transformed either directly to test code or to a 
platform specific test design model (PST). After 
each transformation step, the test design model can 
be refined and enriched with specific test properties. 
However, to the best of our knowledge, this 
interesting proposal has no practical implementation 
for any tool.  

Baker et al. (Baker et al., 2007) define test 
models using UML-TP. Transformations are done 
manually instead of using a transformation language.  

Naslavsky et al. (Naslavsky et al., 2007) use 
model transformation traceability techniques to 
create relationships among model-based testing 
artefacts during the test generation process. They 
adapt a model-based control flow model, which they 
use to generate test cases from sequence diagrams. 
They adapt a test hierarchy model and use it to 
describe a hierarchy of test support creation and 
persistence of relationships among these models. 
Although they use a sequence diagram (as does this 
proposal) to derive the test cases, they do not use it 
to describe test case behaviour.  

Javed et al. (Javed et al., 2007) generate unit test 
cases based on sequence diagrams. The sequence 
diagram is automatically transformed into a unit test 
case model, using a prototype tool based on the 
Tefkat transformation tool and MOFScript for model 
transformation. This work is closed to ours, but they 
don´t uses the UML-TP. We generate the unit test 
case in two steps and they in only one. We think that 
use a intermediate model using UML-TP as PIT is 
more appropiate to follow a MDE approach. 

7 CONCLUSIONS 

We have presented our framework for automated 
model-based testing using standardized metamodels 
such as UML and UML-TP. In this paper the 
complete transformations cycle defined in the 
framework is implemented, obtaining executable test 
cases procedures in JUnit code.  

To obtain complete test cases we also need to 
define the way in that test data are generated: at this 
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moment, both the test data and the expected result 
(which are required for the test oracle) are manually 
stored in the datapool. Our ongoing work uses UML  
   

State Machines to define the test oracle.  
Future work includes implementing MOFScript 

transformations to generate NUnit test cases, the 
application of the entire framework in an industrial 
project and, as we have pointed out, to take 
advantage of state machine annotations to 
automatically include the oracle in the test cases. 
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