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Foreword

Overall Objectives and Mission

Welcome to SEM 2013, the First International Workshop on Soft-
ware Evolution and Modernization, held July 5 in ESEO, Angers
Loire Valley, France, and co-located with the 8th International Con-
ference on Evaluation of Novel Approaches to Software Engineering
Software (ENASE 2013).

The scope of this workshop focus mainly on legacy information
systems, which can be a serious headache for companies because, on
the one hand, such systems cannot be thrown away since they store
a lot of valuable business knowledge over time, and on the other
hand, they cannot be maintained easily at an acceptable cost. For
many years, reengineering has been a solution to this problem be-
cause it facilitates the reuse of the software artifacts and knowledge
embedded in the system. However, reengineering often fails due to
the fact that it carries out non-standardized and ad hoc methods.
This workshop attempts to explore and provides novel approaches
in software modernization and evolution taking into account new
trends in this field.

The overall objective of this workshop is to provide a mean for rese-
archers, designers, and practitioners to share experiences, new trends
and future challenges about Software Evolution and Modernization.
This will also showcase the heterogeneous technology solutions im-
plemented in different parts of the world in the realm of Software
Evolution and Modernization.

The target audience of this workshop is composed of professionals
and researchers working in the field of information and knowledge
management in various disciplines, e.g. government departments, in-
formation and communication sciences, e-Government practitioners
and designers, university departments, computer science, and infor-
mation technology. Moreover, the workshop provides insights and
support to executives concerned with the management of expertise,
knowledge, information, and organizational development in different
types of software maintenance communities and environments.

Topics Covered

In total, the first edition of this ENASE workshop consists of 9
full papers as well as 4 short papers, with co-authors of eight diffe-
rent countries. Each paper received three reviews by members of the
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program committee. After we received all reviews, an online discus-
sion process allowed variance among reviews to be understood, and
in many cases, consensus to emerge.

The main topics included in the accepted papers were: Data and
Process Mining; Model-Driven Engineering; Software Architecture
Recovery Service as well as Engineering and SOA; Program Trans-
formation and Refactoring; and several contributions about Software
Testing.

Papers were grouped into four different sessions. The first session
was devoted to Model-Driven Maintenance, in which three papers
were included. Traceability vs. Quality. Which is the opportunity
cost for ATL model transformations? from Santiago et al. presents an
empirical study to assess the impact on quality of the enrichment of
ATL model transformations. An ADM-based Method for migrating
CMS-based Web applications: extracting ASTM models from PHP
code from Trias et al. defines an ADM-based method for migrating
CMS-based Web applications. Challenges of Business Process Model
Improvement after Reverse Engineering from Fernandez-Ropero et
al. describes all detected challenges that should be addressed for
improving quality of business processes, specially retrieved by reverse
engineering.

The second session, which was framed in Software Testing, con-
tains three full papers. From Functional Test Scripts to Performance
Test Scripts for Web Systems from Toledo et al. presents a tool that
we developed for industrial usage to automatically generate perfor-
mance tests scripts from automated functional tests. Towards Ef-
fective and Efficient High Order Mutation from Polo and Reales
proposes and evaluates a novel type of mutation testing, mutants-
integration mutation that improves the effectiveness of High Order
Mutation. Impact-Driven Regression Test Selection for Mainframes
from Dharmapurikar et al. is aimed at reducing the required regres-
sion testing and its costs associated with the system.

The third session consists of four short papers: Enhance your
Model-driven Modernization Process with Agile Practices from Kras-
teva et al.; Realization of Agile Enterprises: A Meet-in-the-Middle
MDA Approach for Service-Oriented Business Processes from Bagh-
dadi et al.; Upgrading Unupgradable Legacy Middleware Systems:
Misconceptions, Challenges, and a Roadmap from Jrad et al.; and
ETL-Text: Extract-Transform-Load Processes for Textual Data Wa-
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rehousing from Rachid Aknouche.

Finally, the miscellaneous session contains three papers about Ar-
chitecture Reconstruction. Investigating the Applicability of Leh-
man’s Laws of Software Evolution using Metrics: An Empirical Study
on Open Source Software from Badri and Drouin aims at investiga-
ting empirically the applicability of Lehman’s laws of software evo-
lution using software metrics. Software Architecture Reconstruction
Through Clustering: Finding the Right Similarity Factors from Ioana
Sora investigates the importance of taking into account different fac-
tors for the similarity metric in clustering algorithms. Extracting ser-
vices from legacy for service-oriented business processes: challenges,
issues, and solutions from Baghdadi and Pérez-Castillo advocates
using a service-oriented business modeling by stressing out role of
SOA and Web services and achieve a higher agility.

July 2013,

Ricardo Pérez-Castillo
Instituto de Tecnologías y Sistemas de Información (ITSI),
University of Castilla-La Mancha, Spain
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From Functional Test Scripts to Performance Test 
Scripts for Web Systems 

Federico Toledo Rodríguez1, Matías Reina1, Fabián Baptista1, 
Macario Polo Usaola2 and Beatriz Pérez Lamancha2 

1 Abstracta, Montevideo, Uruguay 
{ftoledo, mreina, fbaptista}@abstracta.com.uy 

2 Universidad de Castilla-La Mancha, Ciudad Real, Spain 
{macario.polo, beatriz.plamancha}@uclm.es 

Abstract. When modernizing systems the software is migrated from one 
platform to another. There are big risks concerning the performance the system 
should have in the new platform. A new system cannot take more time to 
perform the same operations than the previous one as the users will refuse it. 
Therefore, the preventive performance test is crucial to guarantee the success of 
the modernization project. However, the automation tasks for performance 
testing are too demanding, in terms of time and effort, as the tools work at a 
communication protocol level. Though not free, the functional testing 
automation is easier to accomplish than the performance testing automation as 
the tools work at a graphic user interface level; the tools are therefore more 
intuitive and they have to handle less variables and technical issues. In this 
article we present a tool that we developed for industrial usage to automatically 
generate performance tests scripts from automated functional tests. The tool has 
been used in several projects in the industry, achieving important effort savings 
and improving flexibility. 

1 Introduction 

Two very important quality aspects to reduce risk at the moment of going live with a 
system (the day that the system is released to the users) are the correctness and the 
performance of the functionalities. Typically, we can perform tests at different levels 
to verify and improve system functionalities: unit, component, integration or system 
testing. Development projects are generally iterative, planning many product releases 
during software project lifecycle, because they were planned as such or because 
different bug fixes and maintenance have to be implemented after release to 
production environment. Regression testing is needed (the test useful to verify in 
every release that the software does not have quality regressions), and because of this, 
different tools are available to automate the execution of these tests [1], generating 
tests scripts as a sequence of commands to simulate  user’s actions. In performance 
testing, load simulation tools are used to concurrently generate hundreds of users 
connected to the system under test (SUT) [2]. When the load is simulated the 
infrastructure experts analyze the health status of the system, looking for bottlenecks 
and improvement opportunities.  



Taking into account that the automation for functional testing is easier than the 
automation for performance testing, and also easier to maintain and to understand, our 
proposal is to take advantage of the functional test scripts to automatically generate 
performance test scripts. Basically, for web systems, the functional test scripts are 
automatically executed while the HTTP traffic is captured. Later, the HTTP trace is 
analyzed to generate a performance test script model which is finally used to generate 
the script code to be executed by a load generator.  

The rest of the article is organized as follows: section 2 goes deeper on automation 
of functional tests (regression tests) and performance tests, especially for web 
systems; section 3 presents the proposal that is then validated in section 4, showing 
the first results for the usage of the tool in the industry; and after mentioning the 
related work in section 5, the conclusions and future work is presented in section 6. 

2 Background 

An extended and current practice in the development of web systems is the 
automation of functional tests, using tools to simulate the user’s actions, like 
Selenium (seleniumhq.org) and WatiN (watin.org), just to mention some of the most 
popular open source projects. This kind of tools offers the possibility to follow a 
record-and-playback approach. Basically, it is necessary to manually execute the test 
case while the tool captures every action performed by the user on the browser. Then, 
the tool stores the actions in a file with a specific format or language (the test script) 
that the same tool can reproduce later. The same test case can be executed as many 
times as needed, performing the defined validations. Every command of the test script 
simulates a user action. These commands have as parameters the HTML element on 
which the captured action has been executed (for example, the input entered in a 
form), and the values entered. Fig. 1 shows an excerpt of a Selenium test script that 
accesses to an application (1st line), clicks the “Search” link (2nd line), enters the 
“computer” value in the HTML field “vSEARCHQUERY” (3rd line), and finishes by 
clicking the button with name “BUTTON1” (4th line). 

 

Fig. 1. Selenium script for functional testing. 

This schema, in most of the tools, can be complemented with a data-driven testing 
approach, by which the test case takes test data from a separated source as a text file 
or a database (called data pool). Therefore, the same script can be reproduced with 
different data sets, testing in that way different cases with just little extra effort: 
adding lines to the test data source. 

A performance test is defined as a technical research to determine or validate the 
velocity, scalability and stability characteristics of a SUT, in order to analyze its 
performance under load conditions [2]. Performance tests are useful to reduce risks 
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towards the going live day, analyzing and improving the performance of the 
application and the different servers when they are exposed to the concurrent users [3, 
4]. There are specific tools to do that, called load generators or load testing tools, 
simulating concurrent users accessing to the system. Two of the most popular open 
source load generators are OpenSTA (opensta.org) and JMeter (jmeter.apache.org). 

Unlike the functional test scripts, in the performance test scripts, even though the 
record and playback approach is used, the tools do not record at a graphic user 
interface level, instead, they do it at a communication protocol level. This happens 
because a functional test script reproduces the user actions on a real browser, whilst 
load generators try to “save” resources doing the simulation at a protocol level, as, for 
the HTTP protocol, the tool will execute hundreds of processes that just send and 
receive text through a network connection, with no necessity of showing graphic 
elements or any other task that requires major resource consumption.  

 

Fig. 2. OpenSTA Script for performance test. 

The performance test script contains a sequence of commands that manage HTTP 
requests and responses according to the protocol. This script is much more complex 
than the equivalent functional test script. For example, for the same actions presented 
in Fig. 1, where the script has only four lines of Selenium code, the equivalent 
performance test script has 848 lines using OpenSTA. That corresponds to each 
HTTP requests sent to the server, considering that each request triggers a sequence of 
secondary requests, which correspond to images included in the webpage, CSS files, 
Javascripts, etc. Each request (primary or secondary) is composed by a header and a 
body, as shown in the example in Fig. 2. Embedded, there are parameters, cookies, 
session variables, and any kind of elements used in the communication with the 
server. The example in this figure corresponds to the primary HTTP request of the last 
step of the test case; so, it includes the value “computer” in the parameter 
“vSEARCHQUERY” (the box).  

Once the script is recorded, a number of adjustments must be performed in order 
to make it completely reproducible and representative of a real user. These scripts will 
be executed by concurrent processes (known as virtual users), so that it does not make 
any sense to execute them with the same user name and password to get connected to 
the system, or that all of them to use the same search key (because in these kind of 
cases the system will work faster thanks to the caches, at a database level and a web 
server level, obtaining misleading results). The cost of this kind of adjustments 
depends on the automation tool and on the SUT. In most of the cases, it is necessary 
to adjust the management of cookies and session variables (because in dynamic 
systems, the values cannot be simply used as they were obtained during the recording, 
because they should be unique or according to other restrictions). Adjustment of the 
parameters in the header and in the body will also be required.  

14



From our experience in performance testing for more than 8 years, the scripting 
phase takes between 30% and 50% of the total effort of a performance testing project. 
On the other hand, the maintenance of these scripts (when the SUT changes) tends to 
be so complex that it is better to rebuild a script from scratch instead of trying to 
adjust it. Because of that, the process becomes pragmatically inflexible. The test 
generally will identify improvement opportunities, which imply modification on the 
system; however, our scripts will stop working if we change the system. How can we 
verify that the changes take a positive effect?  

3 Automatic Generation of Performance Tests Scripts 

The methodology proposed extends only the automation phase of the process 
presented in Vázquez et al. [3]. Instead of building the performance test scripts from 
scratch, the user has to provide a set of functional test scripts. As shown in Error! 
Reference source not found., the tool will build a model of the HTTP traffic 
captured from the execution of each of these scripts. The model is the entry of the tool 
that generates the script code for the preferred load testing tool. 

 

Fig. 3. Scripts generation proposal for performance tests. 

The tool executes Selenium and WatiN scripts, but it can be easily extended for 
more automated testing tools. During the execution of the functional test scripts, it 
captures the HTTP traffic between the browser and the SUT with an HTTP sniffer (a 
tool capable to capture network traffic) called Fiddler (fiddler2.com). With this 
information it builds a model that is used to generate the scripts for OpenSTA. Also, it 
is easily extensible to generate scripts for different performance testing tools.  

Fig.  shows the main elements of the HTTP traffic model, which is useful to 
generate the performance test scripts. This model is built using the information 
obtained by the sniffer (all the HTTP requests and responses) and by the functional 
test script, correlating the user actions with the corresponding HTTP traffic. It is 
therefore composed of an ordered sequence of actions, including invocations to the 
application through HTTP (requests), or validations on the response to verify that it is 
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as expected. Each HTTP request is composed of a header and a message body. Both 
parts of the message are composed of parameters with their corresponding values. The 
header also has a set of fields that include, among others, cookies and session data. 
Each value can be hardcoded or can be taken from a data pool. It is important to keep 
the references between each HTTP request and its response, and with the 
corresponding functional test script command that generated it. 

 

Fig. 4. HTTP session metamodel. 

This model is used to generate code according to the language provided by the 
load generation tool. The generated code is specifically for OpenSTA. To perform 
this code generation the tool has an approach similar to the one proposed in model-
driven environments for the model-to-text transformations [5], where the code 
generation is defined with code templates for each element of the model. Table 1 
includes some examples of those templates; the first one is for the general structure of 
the script, used for each test case of the model, and the second one corresponds to an 
HTTP request, according to the specification of the HTTP protocol. 

Table 1. Templates for scripts generation. 

[template public generateScript(s: Session)] 
[file (s.testcase_name().concat('.scl'), false, 'UTF‐8')] 
Definitions 
  Timer T_TestCase_[s.testcase_name/] 
  [s.variableDeclarations()/] 
  CONSTANT  DEFAULT_HEADERS = "Host:  [s.getBaseURL()/]  
  User‐Agent: Mozilla/4.0" 
Code 
  Entry USER_AGENT,USE_PAGE_TIMERS 
  Start Timer T_TestCase_[s.testcase_name/] 
  [s.processActions()/] 
  End Timer T_TestCase_[s.testcase_name/] 
Exit 
[/file] 
[/template] 
[template public processRequest(r: Request)] 
Start Timer [r.name/] 
[if ([r.isPrimary/])]PRIMARY [/if] [r.header.method/] URI [r.header.url/] 
HTTP/1.1" ON [r.header.connection_id/] & 
  HEADER DEFAULT_HEADERS, WITH [r.header.processFields()/]} 
  [r.processBody()/] 
[r.response.processLoadCookies()/] 
End Timer [r.name/] 
[/template] 
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As mentioned, after the recording the resulting script must be adjusted. Many of 
them are very repetitive tasks. Our tool makes this kind of things automatically, using 
the templates mechanism. Some of them are: 

 Adding timers to each user action in order to measure the response time when 
executing the test scenarios, considering the kind of actions performed in the 
functional test script and the corresponding HTTP requests for each one. 

 Taking advantage of different design aspects of the functional test script, in the 
performance test scripts: (1) the data are taken from the same data pools; (2) the 
same validations are performed; (3) same structure and modularization in different 
files promoting the readability of the test script. 

By this way we get scripts even better than when recording them with the OpenSTA 
recorder. The more we use the tool, the more improvements and automatic 
adjustments we add to the scripts, avoiding that the tester commits mistakes during 
the preparation of the performance test. 

Once the scripts are finished, the effort can be invested in the most important part 
(and the most interesting and beneficial) of a performance testing project which is the 
execution of the load scenario and the system’s behavior analysis.  

4 First Experiences in the Industrial Usage of the Tool 

The tool has been used in five different projects within the services offered by the 
Uruguayan company Abstracta, where the tool has been developed. There were two 
testers working in all the projects, both with high knowledge about Selenium and 
OpenSTA. The SUTs were web systems from different domains and on different 
platforms, and very good results were obtained in all of them. Table 2 shows the 
number of generated scripts for each project, and the amount of simulated virtual 
users concurrently accessing to the SUT.  

Table 2. Use of the tool in performance testing projects. 

Project SUT # Scripts # VU 
Human Resources System AS400 database, Java Web system on Websphere  14 317 
Production Management 
System 

AS400 database, C# Web system on Internet 
Information Services 5 55 

Courts Management 
System 

Java Web system on Tomcat with Oracle database 5 144 

Auction System Java Web system on Tomcat with MySQL database 1 2000 
Logisitcs System Java Web system on Weblogic with Oracle database 9 117 

 

It is important to highlight that there are cases with few scripts, like in the 4th row, 
where only one script was required. That was defined based on the statistical analysis 
about the normal use of the system, which revealed that the 80% of the load is 
generated only with few use cases, perhaps with different flows internally represented 
in each script. Also, each script was executed with big and varied data sets. 

In some projects the SUT were developed with Model-driven Development tools 
(particularly with GeneXus: genexus.com) which generates code from models with 
high level of abstraction. This raises a special complication, because just small 
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modifications to the models could mean many modifications on the generated code 
and therefore on the HTTP traffic. The process was the same as in the rest of the 
systems that were tested: first it is necessary to adjust the functional test scripts to 
regenerate the performance test scripts with our tool. It is in this kind of systems, 
where the SUT suffers many modifications during the testing project, where our 
approach reports the best benefits, because it was necessary to regenerate the scripts 
several times, and this would have required a major effort if manually executed. 

In one of the projects there were no previous functional test scripts, so it was 
necessary to automate functional test scripts to use the tool. These functional test 
scripts were developed by a user (without knowledge about regression testing) which 
is almost impossible with any load generator. Once the project ended, the testing team 
started to manage a regression testing environment, using the scripts that were 
developed in the performance test project. In a certain way, the performance quality 
control favored the functionality quality control.  

To summarize, the case studies have shown promising results in the performance 
testing, demonstrating that it can be made in a more flexible way and with less effort, 
according with what the testers involved in the projects reported. These results are 
also in line with the ones reported in the case study of [6]. 

5 Related Work 

There are tools that, in order to ease the construction and maintenance of the 
performance test scripts, work at a graphic user interface, using Selenium scripts to 
execute load tests. The limitation of this approach comes from the fact that using PCs 
is probably not enough to simulate the typical number of users of a load test. These 
tools typically execute the tests scenarios from the Cloud, or with huge 
infrastructures. Some examples are Scaleborn (www.scaleborn.com) and Test Maker 
(www.pushtotest.com). With our approach instead, the number of required machines 
is kept low, being in that way a cheaper alternative, and obtaining the same results.  

As far as we know, there are few proposals to generate performance tests. Some 
propose to design models as the basis of the performance test scripts generation, as in 
the one published by García-Domínguez et al. [7], which points to performance 
testing of workflows systems invoking Web Services. There are also some proposals 
to use stereotyped UML models, such as [8–10], or even others that extend a UML 
design tool to generate a complete set of performance test artifacts from the modeled 
diagrams [11]. The main disadvantage of these proposals is that a big effort is 
required to design the input artifacts for the generator. Last but not least, we would 
like to highlight the article of de Sousa et al. [6] where an approach similar to ours is 
proposed, taking advantage of the functional test scripts to generate performance test 
scripts. We observe two important limitations with this approach: on the one hand, as 
they do not consider the HTTP traffic (they only use the functional test script as 
input), it is impossible to generate the secondary requests and the primary requests 
coming from redirects that the SUT is doing, and on the other hand, it is not 
considering any javascript modification on the requests; therefore, the resulting 
simulation is not faithful to the real users load.  
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6 Conclusions and Future Work 

Performance testing is needed to reduce risk in the going live process of any system, 
but, as it is expensive and resource demanding, it is typically made in a poor or 
incomplete way, or the results come too late. The most demanding task is the 
automation of the functionalities to be tested, taking part of the time that could be 
used to execute tests and analyze how to improve the system. 

Taking this into account, this article presented a tool to generate performance test 
scripts in a cheaper way, taking advantage of the functional test scripts. This not only 
gives major flexibility when adjusting test scripts according to the changes and 
improvements performed on the application (that are always performed during any 
performance testing project), but it also helps generating better scripts, with better 
quality, in less time and with less effort.  

The tool from this approach has being used in different projects to test the 
performance of a variety of systems, demonstrating the benefits of the proposal. 

We plan to extend the performance test script generation to different load 
generators, like JMeter, which supports different communication protocols, allowing 
the execution of tests against systems that are accessed by different interfaces (HTTP, 
SOAP, FTP), and managing the test centralized in one single tool. 
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