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Abstract

The term systematic review is used to refer to a specific methodology of research, developed in order to gather and evaluate the avail-
able evidence pertaining to a focused topic. It represents a secondary study that depends on primary study results to be accomplished.
Several primary studies have been conducted in the field of Software Engineering in the last years, determining an increasing improve-
ment in methodology. However, in most cases software is built with technologies and processes for which developers have insufficient
evidence to confirm their suitability, limits, qualities, costs, and inherent risks. Conducting systematic reviews in Software Engineering
consists in a major methodological tool to scientifically improve the validity of assertions that can be made in the field and, as a con-
sequence, the reliability degree of the methods that are employed for developing software technologies and supporting software
processes. This paper aims at discussing the significance of experimental studies, particularly systematic reviews, and their use in support-
ing software processes. A template designed to support systematic reviews in Software Engineering is presented, and the development of
ontologies to describe knowledge regarding such experimental studies is also introduced.
� 2006 Elsevier Ltd. All rights reserved.
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1. Introduction

Experimentation in Software Engineering has been
growing along the last years. Sjøberg et al. [1] describe
the increase of investigation based on experimentation in
this area of research. The increasing importance of research
activity in the Software Engineering (SE) field, addressed to
produce knowledge that can be based on sound scientific
methodology, has become one of the major challenges to
strengthen the foundations of SE as a discipline towards
its full maturity [2]. This desideratum is not only related
to the academic world, as far as the industrial one has been
getting benefits from the scientific method to validate its
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software technologies [3] and to improve software pro-
cesses [4]. In contrast to the authority-based approach,
which relies on the value ascribed to the enunciator of a
certain assertion, and also contrasting with the rationalist
approach in the scientific discourse, which derives conclu-
sions from aprioristic assumptions, experimental research
is based on the systematic process of factual apprehension
and organization of the universe under scrutiny. In the SE
field it aims at developing an evidence basis for the scien-
tific understanding and intervention on the processes
involved in the development of software technologies, in
order to support the engineering methods and technology
employed in their planning, design, construction, imple-
mentation, validation, maintenance and software processes
improvement.

The experimental paradigm in science is based on the
systematic observation and experimentation over the ele-
ments that interact in the universe at issue [5]. As any other
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research field based on experimentation, Experimental
Software Engineering comprises two kinds of investigation:
Primary and Secondary studies.

Primary studies are specific designs of methodological
processes, addressed to directly evaluate the hypothesis
formulated by the researcher, by testing it under well-estab-
lished conditions of observational or experimental method-
ological control. Different types of experimental studies can
be used in the Software Engineering context [6]. Some pro-
posals to support the accomplishing of these studies can be
found in the technical literature [5,7]. Researchers have
applied primary studies to build software engineering
knowledge [8] and to support the processes regarding the
engineering of software technologies, mainly those related
to technology evaluation [9]. Nowadays, experimentation
represents an important approach to support CMMI’s
maturity levels 4 and 5 activities [4].

Secondary studies are those intended to produce system-
atic comparisons or assembling between individual investi-
gations, scientifically selected from within a set of primary
studies, as well as to allow the generation of generalizations
from them. From the methodological viewpoint, this type
of study is designated as systematic review [10], also known
as Research Synthesis [14]. Systematic reviews can support
the building of an evidence based SE body of knowledge
[61]. Besides, this type of study also represents an impor-
tant tool for the Software Engineer when developing new
software technologies. Systematic reviews (SR) have been
used to support the initial phases of the engineering of soft-
ware technologies. Mafra et al. [11] have extended the
methodology proposed by Shull et al. [9] for introducing
software processes into the industry by including SR as
one of the methodological steps. This extended process
has been used to concretely develop a checklist-based tech-
nique [12] to inspect software architecture models and a
reading technique [13] to inspect software requirements
documents exploring the object-oriented designer
perspective.

Systematic review is primarily an information-based
process throughout which each methodological step must
be carefully and systematically designed and controlled
(by using a formal research protocol), in order to guarantee
the necessary consistency and robustness of the obtained
results and conclusions [14].

Conducting systematic reviews in Software Engineering
consists in a major methodological tool to scientifically
improve the validity of the assertions that can be made in
the field and, as a consequence, the reliability degree of
the methods that are employed for developing software
technologies.

Despite its importance, some issues on using systematic
review methodology, extracted from our first SR accom-
plishments [15], showed us that conducting systematic
reviews is not a simple task. A systematic review process
uses specific concepts and terms that may be unknown to
researchers used to conduct ad hoc literature reviews.
Besides, systematic reviews require an additional conduc-
tion effort. The review must be planned before execution
and the whole process must be documented, including
intermediary results. These issues pointed us to the need
of applying research efforts to develop SR planning and
execution methodologies, in order to guide researchers to
perform the systematic review process in the Software
Engineering field.

However, the systematic review process core part is
represented by the precise and explicit formulation of the
research question, which must be addressed to the bulk
of information to be derived from primary studies. In order
to efficiently extract data that will constitute the analytic
basis for generating conclusions through the SR, the afore-
mentioned research question must be well structured and
its elements explicitly defined.

The core research question of the systematic review is a
multidimensional information structure that must be
related to all the subsequent stages of the SR conduction
process. Consistency among different researchers for defin-
ing this conceptual structure during the systematic review
planning phase, and correspondingly guaranteeing the
obtainment of similar and comparable results, could be
improved by having the support of a formalized common
terminology of the involved concepts, represented by an
ontology. Although ontologies could bring some limita-
tions such as being hard to evolve, not being able to com-
pletely satisfy every single group or individual [16], and the
present lack of ontology representation language transla-
tors [17], we believe that SR research could benefit from
using them, due to their applicability in conceptual formal-
ization and knowledge representation.

Ontologies can be used to enable multiple target applica-
tions or humans to have access to heterogeneous sources of
information that are expressed by using diverse vocabular-
ies or inaccessible formats. An ontology of a given domain
can provide a vocabulary for specifying requirements for
one or more target applications. In fact, ontology is used
as a basis for software specification and development,
allowing knowledge reuse. Also, ontologies are applied to
searching an information repository for desired resources,
improving precision and reducing the overall amount of
time spent in searching [18]. Examples of using ontologies
to support different software engineering processes are,
among others, the works of Kitchenham et al. [19], Falbo
et al. [20], and Villela et al. [21].

The development of the scientific research ontology can
provide the professional, who is carrying out a systematic
review, hierarchies of conceptual classes, which correspond
to the set of component categories pertaining to the
research question information structure. These hierarchies
can represent a useful support for better defining the con-
ceptual elements and relations that are needed in order to
compose the research question, methodologically formu-
lated at the planning phase of the SR process [22].

A bottleneck that can be identified regarding the con-
duction of systematic reviews in Software Engineering is
the need for standardization of the concepts and terms of
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the experimentation and SE fields, and also their concep-
tual relationships. However, it could also be a source of
potential motivation for enhancing experimental investiga-
tion in the field. This issue points to the need of developing
a scientific research ontology, which can function as a use-
ful terminological model for improving the rigor of investi-
gation in SE, particularly related to the systematic review
research.

Terminological models, such as taxonomies, can be
helpful tools as well in order to better define the termino-
logical elements that might be included in the queries, dur-
ing the execution phase of the SR process, in order to
achieve the best possible performance of the correspondent
information retrieval activity.

This paper aims at discussing the significance of system-
atic reviews, from their basic concepts and historical
origins to their application in the Software Engineering
domain, and at stressing the importance and utility of sup-
porting these processes through ontologies.

As a formal, explicit specification of a shared conceptu-
alization [23], an ontology can be a useful tool to support
the conduction of systematic reviews in Software Engineer-
ing. Its utility ranges from providing semantic and termino-
logical support to the researcher, during the planning and
execution phases of a systematic review in the SE field,
up to supplying a formal conceptual framework to help
examining the results of the studies under analysis.

It can also be an important means to contribute for
improving the conceptual structuring of the Software Engi-
neering field. As a consequence, this improvement can also
become an instrument to help producing more solid and
consistent experimental studies in Software Engineering.

This text has been written based on our own experience
in conducting systematic reviews in different topics within
the Software Engineering field. Our main interest in dealing
with systematic reviews is regarding the assumption that
systematic reviews can support software processes by
formalizing some important decision making, relative to
evidencing knowledge and supporting software processes
applied to the development of new software technologies.
It primordially intends to share the results of these experi-
ences and faced issues, including a Systematic Review
Conduction Process and a Systematic Review Protocol
Template, aiming to facilitate the accomplishment of such
kind of study [22]. The systematic review process is pre-
sented in this paper, as well as some relevant parts of the
Protocol Template as they concern to systematic reviews’
conceptual and terminological issues. Besides the descrip-
tion of the SR processes and the template to support sys-
tematic reviews in Software Engineering, an ontology to
describe knowledge regarding such experimental studies is
also introduced.

2. Systematic reviews

In contrast to the ad hoc process of literature review,
unsystematically conducted whenever one starts a particu-
lar investigation, a systematic review is developed, as the
term denotes, in a formal and systematic way. This means
that the research conduction process of a systematic type of
review follows a very well defined and strict sequence of
methodological steps, according to an aprioristically deve-
loped protocol. This instrument is constructed around a
central issue, which represents the core of the investigation,
and which is expressed by using specific concepts and
terms, that must be addressed towards information related
to a specific, pre-defined, focused, and structured research
question. The methodological steps, the strategies to
retrieve the evidence, and the focus of the question are
explicitly defined, so that other professionals can reproduce
the same protocol and also be able to judge about the ade-
quacy of the chosen standards for the case.

Synonyms of this methodology that are to be found
in the literature include the following terms: overview,
research review, research synthesis, research integration,
systematic overview, systematic research synthesis, integra-
tive research review, and integrative review.

The type of acceptable evidence to be gathered in a sys-
tematic review is stated beforehand. The retrieved evidence
is thoroughly reviewed, comparable to other types of evi-
dence previously and elsewhere retrieved.

The evidence data are normalized in such a way as to
make results from different studies comparable, in terms
of their magnitude of effect, even when they are presented
in diverse ways but related to compatible concepts. It is
then possible, e.g., to compare studies which evidence is
expressed by absolute risk reduction with others where it
is expressed by relative risk.

Besides comparing results of individual studies, different
kinds of syntheses can be done. The election mode allows
the researcher to look for each study separately and count-
ing them as ‘‘votes’’ about the question focus. For instance,
in a specific SR conducted in the medicine field, the
researcher could find that, among 35 valid studies, 29
showed a positive result, while 5 showed no result, and
one study showed a negative result. Internal comparison
of studies, based on their specific parameters, can show
contrasts and other kinds of differences that may elucidate
distinct aspects of the question. In the same example, one
could find that the negative effect must be due to a different
dosage scheme, while the five studies that showed no result
were conducted in subjects that had a different age distribu-
tion in comparison to the 29 positive ones.

Another type of research synthesis is known as meta-
analysis, where the original individual studies are treated
as if they were parts of one larger study, by having their
data pooled together in one single and final result that sum-
marizes the whole evidence. By selecting studies that are
compatible in their quality level, and by taking strict care
with their specific details, this methodological procedure
can produce evidence as well as reveal aspects that the
original studies are not individually able to elucidate. For
instance, meta-analysis may prove that the results are
statistically significant when small studies give inconclusive
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results with large confidence intervals. Besides that, when
conflicting results arise from different individual studies,
meta-analysis may reconcile the data in a synthetic result,
while each individual study can then be weighted and com-
pared with it, so that other kinds of conclusions might be
derived from these discrepancies.

Ideally, a meta-analysis should be performed as part of a
systematic review, usually as its final step. All meta-analy-
ses should ideally start with an unbiased systematic review,
which incorporates articles that are chosen by using prede-
termined inclusion criteria [24,25]. If the data extracted
from these studies meet certain requirements (the most
important being a high level of homogeneity of effect mea-
sures across studies), then the data can be combined using
meta-analysis. However, if the effect measures are found to
be heterogeneous, then it is still acceptable to present the
work as a systematic review and not perform meta-analy-
sis, or use statistical methods that can account for the het-
erogeneity. Indeed, there are situations when meta-analysis
is clearly inappropriate [26].

2.1. Systematic and unsystematic reviews: differences,

advantages, and disadvantages

A literature review is usually an initial step in any
research and development enterprise. From the scientific
methodology viewpoint, it is in fact a recommended and
necessary step for the professional to endeavor whenever
starting a research project. Since science is a cooperative
social activity and scientific knowledge is the result of a
cumulative process of this cooperation, the literature
review is the means by which the researcher can perform
a mapping of the existing and previously developed know-
ledge and initiatives in the field. The review can provide
material to be used by the researcher in the work that is
being designed, and locate it in relation to the different
regions of the field and approaches to the issue in focus.
It also permits both an analysis of the previous findings,
techniques, ideas and ways to explore the topics in ques-
tion, as well as about their relevance in relation to the
issues of interest, and a synthesis and summarization of this
information. It can help planning the new research, avoid-
ing unnecessary duplication of effort and error, and orient
the investigation process. Due to the growth of scientific
production, the role of literature reviews has been propor-
tionally increasing, and ‘‘their importance grows as a direct
function of the number of documents on a topic’’ [14]. Due
to its important role in the scientific enterprise, general
rules for performing literature overviews have been devel-
oped, in order to warrant the investigator good quality of
information from the covered material.

The systematic review consists in a specific scientific
methodology that goes one step further than the simple
overview. It aims at integrating empirical research in order
to create generalizations. This integrative enterprise
involves specific objectives, which allows the researcher to
critically analyze the collected data, to resolve conflicts
detected in the literature material, and to identify issues
for planning future investigation. Due to these particular
aims, the systematic review is not considered to be a phase
of a research enterprise, a role that is performed by the
usual literature review. As a matter of fact, the integrative
review is a different methodological procedure of research
in its own, comprising distinct investigation aims as well
as specific methodological features, requirements, and
procedures. From the epistemological perspective, it repre-
sents a different approach to the relevant issues in a
research area that opens up a new field of possibilities for
generating new types of knowledge in a scientific domain.

In practice, the distinction between ordinary review arti-
cles and systematic review ones can be done by comparing
their underlying semantic structures, as evidenced by the
types of content to be found in their respective abstracts
as well as in the titles of the respective article sections. In
the medical field, for instance, a simple overview article
refers in its abstract to key points about the subject, with-
out discussing or emphasizing the methodology of the
review itself. The article sections include titles that refer
to topics that are very similar to the sections that are usu-
ally found in a textbook chapter, such as the natural his-
tory of the disease referred to its different phases of
evolution and expression, the characteristics of the symp-
toms and signs and the differential diagnosis with other dis-
eases, causal mechanisms or hypotheses of the disease, the
goals of the treatment, the types of drugs that might be
used or recommended, other types of intervention, and so
on [27]. In contrast, a systematic review article abstract
contains a specific pattern of sections, such as background,
purposes, data sources, study selection, data extraction,
data synthesis, discussion and conclusion. The article sec-
tions expand this same abstract section structure, including
in its titles terms such as ‘methods’, ‘data synthesis’, ‘effi-
cacy’, ‘discussion’, as well as describing and discussing
the methodology of the research review itself. It also pre-
sents considerations about the specific requirements that
were aprioristically defined and made explicit in order to
include (or exclude) the primary studies in (from) the
review material. It also includes tables containing quantita-
tive information, such as the data extracted from the indi-
vidual studies, weighted results of each study to account for
the relative size of the study, a row entitled ‘total’, and
sometimes individual study numbers reassessed as a new,
aggregated pool of patients.

Despite the importance of the literature reviews, even
when they are conducted according to their corresponding
‘good practice’ rules, they suffer from lack of scientific rigor
in performing its different steps. The unsystematic conduc-
tion of this type of review might introduce, as it usually
does, some research biases in different stages of the review
process, ranging from question formulation, through data
collection, data evaluation, analysis, interpretation, sum-
marization, and presentation. The development of a sys-
tematic approach of research review aims to establish a
more formal and controlled process of conducting this type
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of investigation, avoiding the introduction of the biases of
the unsystematic review. In addition to this central aspect,
the systematic review does not consist on a simple rear-
rangement of the already known or published data. It is
at the same time a new type of methodological approach
for doing research, with an integrative purpose. Therefore
it emphasizes the discovery of general principles, in a
higher level of conceptual abstraction in the research field,
it stresses the diagnosis and analysis of the relative external
inconsistencies when comparing individual studies with
contrasting results between themselves, as well as it helps
to illuminate new aspects and issues in the field and guide
future research lines and possibilities. For the classical
approach of literature review, variation among studies
tends to represent a source of noise, a disturbing factor
for interpretation and judgment. For the systematic review
methodology, on the contrary, variety is a stimulating
factor for understanding the whole scenario of the particu-
lar issue that is under investigation, allowing the researcher
to moderate the relative influences of the different individ-
ual studies, by viewing them as probabilistically distinct
possibilities of result.

Like any other scientific methodology, the integrative
and systematic review presents its potentials and also its
limitations [28,29]. When compared to primary research,
the unique contributions of research synthesis include the
improvements in precision of the data and the reliability
of the information, as well as the three aforementioned
ones: testing hypotheses that possibly have never been, or
could never be tested in primary studies; using consistent
and explicit rules for an evidence-based process of moder-
ating influences of primary studies; and, in a recursive way
in relation to cumulative scientific knowledge, addressing
questions about the research enterprise itself, such as
trends of issues, concepts, methods, or results over time,
as well as questions about the field research contexts in a
broader sphere.

The main limitations of research integration are related
to the nature of review-generated evidence and of post hoc
hypothesis testing. The first one can happen when the
researcher compares the results of primary studies that
used different procedures to test the same hypothesis.
Because the antecedent variable is not aprioristically con-
trolled, such as randomly assigning the issue of interest
to the different types of study procedure, confounding fac-
tors are liable to exist and consequently interfere in the
integrated results. The consequence is that, in this situa-
tion, causal inferences are not possible to be done with
the same degree of confidence. At the same time, it can pro-
vide the researcher with some good suggestions related to
the future orientation of new primary studies.

The second limitation can derive from the fact that, in
many cases, the researcher has in advance a reasonable
knowledge about the empirical evidence related to the issue
of interest. If the hypothesis stated for a specific systematic
review is derived from the same data that will be integrated
through this methodology, the researcher cannot use this
same evidence to test the hypothesis so generated. In order
to avoid a vicious circularity of the evidence base, the data
used to generate the review hypothesis, and the ones used
to test it, must be independent between themselves.

These limitations reinforce the idea that primary studies
and systematic review are complementary processes of
knowledge production. The second methodological
approach cannot be considered to be a substitute for pri-
mary evidence production, in a competing way. On the
contrary, the enhancement of precision and reliability pro-
vided by the systematic review process helps to improve
and to better direct future primary research, through a
positive feedback relationship between them.

2.2. The origins of systematic review

Early works to integrate results can be traced back from
the beginning of the 20th century [14]. Pearson, in 1904,
calculates the average of results of the correlation between
inoculation for typhoid fever and mortality in order to bet-
ter estimate this type of effect and to compare it with that
of the inoculation for other kinds of disease.

In the 1930s, methods for combining estimates are
developed in other fields of research, such as the physical
sciences [30] and in the statistical sciences [31–34], and later
applied to other fields, such as agriculture, with few meth-
odological unfolding in the following decades. The use of
synthesis techniques gains momentum in the 1970s, when
new methodological proposals for integrating research
results are developed as well as several applications are
mainly developed in the social sciences.

In the methodology sphere, Feldman [35] describes steps
in the literature reviewing process; Light and Smith [36]
develop a methodological treatment of the variations in
the outcomes of studies; Taveggia [37] describes common
problems in literature reviews and proposes to treat ‘‘con-
tradictory findings’’ of individual researches in a particular
topic as ‘‘positive and negative’’ details of a probabilistic
‘‘distribution of findings’’ rather than ‘‘inconsistencies’’;
Glass [38] defines the term meta-analysis as ‘‘the statistical
analysis of a large collection of analysis results from indi-
vidual studies for the purpose of integrating the findings’’.

In the application field, the main studies include the
fields of clinical psychology [39], industrial/organizational
psychology [40], social psychology [41], education [42],
and cardiology [43].

The field of research synthesis spreads from the social
sciences to medicine in the 1980s, while books devoted to
this methodology are published [44–47], which are followed
by others in the same decade. At this time, the research
synthesis methodological approach becomes a new and
independent specialty and achieves legitimacy as a field of
research. The research review and the meta-analytic
approaches are integrated, new methods and techniques
are developed, and a more rigorous level of methodology
is achieved. Research synthesis also spreads to the social
policy domain, to help the decision-making process,
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where Light and Pillemer [48] emphasize the relevance of
uniting numeric data and narrative information for the
effectiveness of result interpretation and communication.

Since the late 1980s, systematic research synthesis and
meta-analysis reach an especially distinctive methodologi-
cal status in the health sciences domain [49]. From then
on, health policy agencies and legislation have fostered
and relied on this methodology as a fundamental require-
ment to develop, publish, and recommend guidelines on
clinical practice in the various medical specialties and
application areas.
2.3. Examples of systematic reviews in medicine

In this section, we present a sample of some titles of sys-
tematic review studies, developed in the medical area, that
illustrate the specific nature of the results that are obtained
by using this type of methodology.

The type of evidence that can be derived from primary
studies differs according to the research design that is used
for conducting them. The degree of confidence that is pos-
sible to obtain from an investigation experiment directly
depends on the degree of experimental control that the
researcher can exert over the object that is under study [50].

In the medical field, with the purpose of ascribing differ-
ent values for the quality and scientific reliability of studies,
a scale of distinct types of study design has been developed,
in order to serve as a reference of the different confidence
degrees of evidence that can be produced. Control mea-
sures of the experiment, such as blindness of either or both
the patients and the clinicians that directly assess them, as
well as comparison of subgroups inside the study, and also
random assignment of the patients to the different sub-
groups, contribute to increase the reliability degree in the
evidence that can be produced.

Therefore, the following evidence-grading reference
system has been developed in the health field in order to
help professionals to judge the quality of articles reporting
scientific studies (Table 1).
Table 1
Level and source of evidence [51]

Level of
evidence

Source of evidence

1a Systematic review of randomized controlled trials
1b Individual randomized controlled trial
1c ‘‘All or none’’ case series
2a Systematic review of retrospective cohort studies
2b Individual retrospective cohort study; or low quality

individual randomized controlled trial
2c ‘‘Outcomes’’ research
3a Systematic review of case–control studies
3b Individual case–control study
4 Case series; or low quality cohort studies; or low quality

case–control studies
5 Expert opinion without explicit critical appraisal, or based

on physiology, bench research or ‘‘first principles’’
The analysis of the syntactic structure of the study titles
listed below shows that they contain two basic information
units, one referring to the technology that is being studied,
and the second one standing for the target problem. Other
information units might sometimes be present, such as the
target population, the obtained result, or the primary study
methodology.

This type of knowledge corresponds to what is known as
foreground knowledge, specifically addressed for providing
support to decision making processes, in contrast to the
background knowledge type, which is acquired by the pro-
fessional during one’s training and educational process.

The italicized words and the curly brackets’ remarks in
the study titles below were introduced by the authors, in
order to evidence and make it explicit the difference
between the linguistic parts of the titles’ text. The remarks
refer to the aforementioned basic information units.

• Carotid endarterectomy {=Technology} for symptom-
atic carotid stenosis {=Problem} [52].

• Medium-dose aspirin or other antiplatelet drugs
{=Technology} for patients at high risk {=Population}
of suffering some occlusive vascular disease {=Problem}
over the next few months or years [53].

• Meta-analysis of exercise testing {=Technology} to

detect coronary artery disease {=Problem} in women
{=Population} [54].

• Streptokinase or other ‘‘clot-busting’’ drugs {=Technol-
ogy} as emergency treatment for patients {=Popula-
tion} who are suffering an acute heart attack
{=Problem} [55].

• Chronic hepatitis B virus infection: {=Problem} treat-
ment strategies {=Technology} for the next millennium

[56].
• Lack of significant benefit {=Result} of magnesium

infusion {=Technology} in suspected acute myocardial
infarction {=Problem} [57].

• A systematic review of randomized controlled trials
{=Primary Study Methodology} of pharmacological
therapy {=Technology} on osteoarthritis of the knee
{=Problem}, with an emphasis on trial methodology [58].

• Hormonal adjuvant treatments {=Technology} for

early breast cancer {=Problem} [59].
• A systematic review of newer pharmacotherapies

{=Technology} for depression {=Problem} in adults:
{=Population} evidence report summary [60].
3. Systematic reviews in Software Engineering

Several primary studies have been conducted in the field
of software engineering in the last years, accompanied by
an increasing improvement in methodology. However, in
most cases software is built with technologies for which
developers have insufficient evidence to confirm their
suitability, limits, qualities, costs, and inherent risks. It is
difficult to be sure that changing software practices or pro-
cesses will necessarily be a change for the better. It is pos-
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sible that research syntheses can provide the mechanisms
needed to assist practitioners to adopt appropriate technol-
ogies and to avoid inappropriate technologies. Thus, the
development of research syntheses in this field is still an
area of investigation that remains to be explored and that
could well bring many benefits.

In this context, there are few initiatives that question
how Software Engineering would benefit from adopting
the evidence approach. Kitchenham et al. [61] discuss the
possibility of evidence-based Software Engineering by
using an analogy with medical practice. Nevertheless in
order to obtain evidence that can be generalized, it is nec-
essary to perform systematic reviews. So, Kitchenham [61]
evolves the idea of Evidence-Based Software Engineering
and proposes a guideline for systematic reviews that is
appropriate for software engineering researchers. The
guideline has been adapted to reflect the specific problems
of Software Engineering research and covers three phases
of a systematic review process: planning the review, con-
ducting the review and reporting the review. Although it
describes a template for SR in Software Engineering, at a
relatively high level, it does not consider the impact of
question type on the review procedures, nor does it specify
in detail the mechanisms that are needed to undertake
meta-analysis.

Like all knowledge areas that have previously employed
this research methodology, developing this investigation
approach in the software engineering field implies in adapt-
ing the conceptual and methodological dimensions of
research synthesis to the domain, taking into account its
specificities as a scientific knowledge area [62].

Differently to the medical area, Software Engineering
has some specificity that would make it difficult for the
research synthesis to obtain evidence.

One major difference between medicine and software
engineering is that most software engineering methods
and techniques must be performed by skilled software
practitioners who are aware of the methods and techniques
that are being applied. In contrast, although medical prac-
titioners are skilled individuals, the treatments they pre-
scribe (e.g. medicines and other therapeutic remedies) do
not necessarily require awareness of their effective presence
in order to be skillfully administered by the professional or
received by the patient. The reason why professional skill
presents a problem in conducting a controlled experiment
in the software engineering field is due to the fact that it
prevents adequate blinding of practitioners during the
study. In medical experiments (particularly drug-based
experiments), the gold standard experiment is a double-
blind randomized controlled trial (RCT). In a double-blind
experimental trial neither the doctor nor the patient knows
which treatment the patient is being administered. The rea-
son why double-blinded trials are required is to prevent
patient and doctors expectations biasing the results. Such
experimental protocols are impossible to be conducted in
software engineering experiments, which rely on a subject
performing a human-intensive task.
Another difference between software engineering and
medicine is that most SE techniques impact part of the life-
cycle, in such a way that it makes the individual effect of a
technique difficult to be isolated. The target techniques
interact with many other development techniques and pro-
cedures. In general, it is difficult to determine a linear cau-
sal link between a particular technique and a desired
project outcome, when the application of the technique
and the final outcome are temporally removed from one
another, while at the same time there are many other tasks
and activities involved in the study that could also affect
the final outcome.

And also, differently from software engineering, medical
researchers and practitioners look for already published
systematic reviews, i.e., papers that have already assembled
all relevant reports of a particular topic. Medical research-
ers have a large amount of technological and scientific
infrastructure to support them in this enterprise. There
are several organizations (in particular, the international
Cochrane Collaboration – www.cochrane.com) that assem-
ble systematic reviews of studies about drugs and medical
procedures. To provide a central information source for
evidence, the Cochrane Collaboration publishes systematic
reviews in successive issues of The Cochrane Database of
Systematic Reviews. These reviews are continually revised,
both as new experimental results become available and as a
result of valid criticisms of the reports.

There is no equivalent to the Cochrane Collaboration in
the Software Engineering area. Instead of it, there are
many abstracting services that provide access to software
engineering articles. Currently, available evidence related
to software engineering technologies accordingly Kitchen-
ham et al. is [61]:

• Fragmented and limited. Many individual research
groups undertake empirical studies. However, because
the goals of such works are either to produce individual
publications and/or to generate post-graduate theses, it
may be little harder to find an overall purpose to such
studies. Due to the lack of a research culture that
strongly advocates systematic reviews and replication,
it is easier for researchers to undertake research in their
own areas of interest rather than contribute to a wider
research agenda.

• Not properly integrated. Currently, there are no agreed
standards for systematic reviews. Thus, although most
software engineering researchers undertake reviews of
the ‘‘State of the Art’’ in their topic of interest, the qual-
ity of such reviews is variable, and as a rule they do not
lead to published papers. Furthermore, there have been
few attempts to apply meta-analytic techniques (meta
analysis) to Software Engineering because of the limited
number of studies replications.

• Without agreed standards. There are no generally
accepted guidelines or standard protocols for con-
ducting individual experiments. Kitchenham et al.
[61] proposed some preliminary guidelines for formal

http://www.cochrane.com
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experiments and surveys. However, they do not address
observational, as well as investigative studies. Further-
more, because they attempt to address several different
types of experimental studies, the guidelines are neither
as specific nor as detailed as they are found in the
medical area.
4. Experiences in applying systematic reviews in

Software Engineering

Arguing that research in Software Engineering may ben-
efit from the application of the systematic review method-
ology; we have conducted some reviews addressing
different research topics in the context of SE master and
doctoral degree thesis production. Our first initiatives of
conducting systematic reviews used the work of Kitchen-
ham [10] and the protocol example by Mendes and Kitch-
enham [64] as reference material. This set of works
proposes a guideline for conducting systematic reviews in
SE, derived from existing guidelines used by medical
researchers, and adapted to reflect the specific problems
of Software Engineering research, besides a concrete exam-
ple for a SR protocol applied to the SE field.

For instance, we have conducted systematic reviews on
web-based systems development processes, reading tech-
niques for quality inspections, software process evaluation
models and ubiquitous computing. Among these, the work
of [63] aimed at characterizing software processes that are
used to develop web applications. The objective was to
identify the current state of the art of this particular
research topic. The protocol was created following the same
previous guidelines to plan systematic reviews proposed by
[10] and using the protocol given at [64] as reference. In
order to evaluate the developed protocol, specialists were
asked to peer-review it throughout its definition. As a result
of these evaluations, 5 different protocol versions were gen-
erated. The search was performed by using web search
engines, and included journals and conference articles.
The procedure used to select the studies was reading the
articles’ full texts. During the systematic review execution,
108 articles were obtained. Among them, 22 were selected.

After this initial experience, and based on the acquired
experiences, additional systematic reviews have been
accomplished. Some of them resulted in technical papers
published elsewhere. Others are represented by their proto-
cols and results, described as technical reports. These sec-
ondary studies were prepared to deal with:

• Software architecture [65]: the objective of this system-
atic review was to identify evaluation approaches for
software architecture models. The search was executed
in the digital libraries and libraries. First, the abstracts
of the obtained studies were read in order to filter the
ones that were not considered to be relevant. Then,
the ‘‘Introduction’’ section of each remaining article
was read. Eighty studies were obtained and 54 were
selected. The results from the SR have been used to
define a set of requirements for the development of a
checklist based inspection technique concerned with
software architecture models [12].

• Software process models evaluation approaches [66]: this
systematic review was conducted to identify existing ini-
tiatives for review and verification of such models. The
search was executed in selected digital libraries. First,
the abstracts of the obtained studies were read in order
to filter the ones that were not relevant. Then, the full text
of each remaining article was read. One hundred and
twenty five studies were obtained and just 1 was selected.

• Reading techniques for inspecting requirement specifica-

tions [67]: the objective of this review was to identify,
analyze and evaluate experimental studies regarding
reading techniques for inspecting requirement docu-
ments. The search was executed in the selected digital
libraries. To select the studies, the abstracts of the
obtained articles were read. Two hundred and seventy
eight studies were obtained and 38 were selected. As
mentioned before, the results of this SR have been also
used to support the definition of the features needed to
build an object-oriented designer perspective based
reading technique [68].

• Ubiquitous computing [69]: this systematic review was
conducted to characterize Ubiquitous Computing, to
establish its state of art and to define ubiquitous applica-
tions’ characteristics. The search was executed in digital
libraries. Initially, the abstracts of all obtained articles
were read. The researchers selected a smaller set of arti-
cles, the full texts of which were read. Five hundred and
ninety one articles were obtained and 38 were selected.
The results have been used to suggest a classification
schema regarding ubiquitous software projects.

• Software testing techniques [70]: the objective of this
review was to find initiatives of test planning. The search
was executed in digital libraries and libraries. First, the
abstracts of the obtained studies were read in order to
filter the ones that were not relevant. Then, the full text
of each remaining article was read. Fifty six studies were
obtained and 8 were selected. This review was not per-
formed as formally as the SRs presented above. It has
been planed according to the concepts described in this
text, but its execution was simplified due to time restric-
tions. Even so, the results were strong enough to allow
the development of Maraká, an infrastructure to sup-
port testing planning and control.

The motivations to conduct these systematic reviews
were diverse. Some of them intended to collect indicators
of some technique existence or use. Others aimed at identi-
fying gaps in the SE research area, at suggesting new works
in the field, or at pointing the current context of a research
topic. An additional attempt to accomplish a more sophis-
ticated research protocol, including meta-analysis as one of
the objectives, can be represented by a systematic review to
evaluate the use of estimation models by software organi-
zations [71].
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5. Lessons learned and issues

Although the systematic reviews listed above had different
contexts and objectives, the issues found during their execu-
tion were similar. The main types of difficulties that we faced
were: time spent with the initial learning process, necessary
to really understand the systematic review execution process;
search machines’ research restrictions; the systematic review
execution effort; and meta-analysis execution.

In the systematic review learning process, the biggest
effort is spent during the planning phase, comprising the
research protocol definition. Researchers are frequently
used to conduct informal reviews, in which the main part
of the time is spent in the search execution itself as well
as in the article selection. Due to this previously acquired
behavior pattern, it is necessary for researchers to become
familiar with the new way of proceeding, which emphasizes
the utmost importance of the review planning stage. In the
systematic review described above [63], it was necessary to
contact specialists on systematic review conduction to fully
understand the guidelines proposed by [10,64].

Our experience in developing and reviewing research
protocols taught us that having a detailed definition of
all the information items could be a major help for con-
structing a more consistent protocol. Besides this relevant
resource, the planning stage can be even better developed
if the researcher can access some examples or possible alter-
natives for all the protocols items [15].

Another issue that impacts the systematic review execu-
tion is related to the research restriction that is caused by
the limitations of the currently accessible search machines
at the digital library sources. Some search machines present
important limitations that hinder or even forbid the execu-
tion of search strings of a more complex nature. For
instance, the search strings defined at [63] could not be
executed in two of the selected digital sources, due to the
corresponding search machines’ restrictions, in terms of
the combination features that are found in its ‘Advanced
Search’ resource. In this case, the search strings needed
to be revised and divided into new less complex expres-
sions. However, in such cases, we ought to be extremely
careful if we need to use phrases as parts of the search
strings. In the majority of the search machines, isolated
terms are treated in a different way as compared to
phrases – fixed combinations of terms. If we are using
phrases, we should therefore not break them [15]. A similar
problem has been described in [68].

We found other problems in another digital source that
restricts the number of the characters that can be used in
the search string itself. In this case, we had to use a multiple
searching procedure. So, in the work of [63] it was necessary
to run part of a search, and subsequently, we executed a new
complementary search into its result set. However, all these
resource-based procedure variations compromise the study
repeatability, since one of the basic premises for conducting
a systematic review is the utilization of a uniform set of
search string elements in all selected sources [15].
Yet another issue about the limitations of the available
search machines is related to the fact that, even in the sources
where we were able to run the planned search strings, there
happened to be a great number of retrieved articles that were
not really relevant for the designed research. This fact indi-
cates that there is a need for evaluating the information
retrieval precision of the available search machines.

From these difficulties, we learned that it is strongly
recommended to perform a pre-search in the selected
sources, in order to evaluate each search machine resource
itself and the nature of information retrieval recall and pre-
cision it can provide. This pre-search can help us to verify
and assess our planned search string set in relationship to
the resources that are available at each source, in order
to better execute the search stage [15].

Another difficulty found was defining synonyms for the
terms that compose the search string. In the work of [63],
for instance, the researchers realized that different authors
use distinct terms to refer to ‘‘web application’’ (web sys-
tem, web-based system, web software and/or internet appli-
cations). Therefore, it may be necessary to ask specialists in
the field to review the protocol and to suggest related
terms. However, we believe that it could be simplified with
the existence of a common terminology for the area shared
by all researchers.

Regarding the effort spent in conducting systematic
reviews, it is important to notice that the methodological
rigor in applying a systematic review is greater than the
one that is necessary in applying an ad hoc one. This
implies the need of a more explicit and detailed documen-
tation of all the produced results, in all the different phases
of the systematic review process: from planning the
research and designing the protocol to the data search, col-
lection, retrieval, and analysis stages [15].

Finally, our last consideration is regarding the meta-
analysis. As reported in [72], it was not possible to apply
formal meta-analysis in those systematic reviews due to
information that has not been reported in the articles used
to support data extraction. As suggested by those authors,
future studies in Software Engineering should include
information to support meta-analysis (such as residuals
and actual and estimated measurements) besides to be
independent and sharing standard protocols.

6. Systematic review conduction process

Based on our experiences and issues raised when execut-
ing systematic reviews, on the existing guidelines [10], and
on a protocol example [64], we have described a Systematic
Review Conduction Process [22,72].

Systematic review conduction can be understood as a
three-step approach. The main phases composing the
systematic review process, as shown in Fig. 1, are Review
Planning, Review Execution, and Result Analysis.

During the planning phase, research objectives are listed
and a review protocol is defined. Such protocol specifies the
central research question and the methods that will be used
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to execute the review. The execution stage involves primary
studies identification, selection and evaluation in accor-
dance with the inclusion and exclusion criteria established
in the review protocol. Once studies have been selected,
data from the articles are extracted and synthesized during
the result analysis phase. While each one of these phases is
executed, their results must be packaged. Therefore,
systematic review packaging is performed throughout the
whole process. There are two checkpoints in the proposed
systematic review process. Before executing the systematic
review, it is necessary to guarantee that planning is suit-
able. The protocol must be evaluated and if problems are
found, the researcher must return to the planning stage in
order to review the protocol. Similarly, if problems regard-
ing web search engines are found during the execution
phase, the systematic review may be re-executed [22].

To support the execution of this process, a review proto-
col template has been formalized [22,72]. This template was
based on the systematic review protocols developed in the
medical area, on the guidelines for SR in SE proposed by
[10] and on the protocol example found in [64] together
with our experiences on SR.
Planning Execut

Packagin

[protocol plan approved

[protocol plan disapproved] [ex

Fig. 1. Systematic review

1. Question Formularization 
1.1. Question Focus 
1.2. Question Quality and Amplitude

- Problem
- Question.
- Keywords and Synonyms
- Intervention
- Control
- Effect
- Outcome Measure 
- Population.
- Application
- Experimental Design 

2. Sources Selection 
2.1.Sources Selection Criteria Definition 
2.2.Studies Languages 
2.3. Sources Identification 

- Sources Search Methods 
- Search String
- Sources List 

2.4. Sources Selection after Evaluation 
2.5.References Checking 

3. Studies Selection 
3.1. Studies Definition 

- Studies Inclusion and Exclusion Criteria Definition 
- Studies Types Definition

3.2.Procedures for Studies Selection

4

5

Fig. 2. Systematic review
The objective of the template (Fig. 2) is to serve as a
guideline to Software Engineering researchers when con-
ducting the systematic review. Therefore, the template lead
researchers through each step of the systematic review pro-
cess, previously presented, by clearly defining the content
of each protocol section. A complete description of this
template can be found in [22,15]. However, some parts of
the Protocol Template, relevant for better understanding
the ontology concepts, are described below:

1. Question formularization: the research objectives must
be clearly defined, filling the items:
1.1. Question focus: defines the systematic review focus

of interest, i.e., the review research objectives.
Here, the researcher must decide what he/she
expects to be answered in the SR end.

1.2. Question quality and amplitude: this section aims at
defining the research question syntax (the context
in which the review is applied and the question
the study must answer) and its semantics specific-
ity (or question range) described by the remaining
items of this section:
ion Result Analysis

g

] [execution approved] 

ecution disapproved]

conduction process.

3.3. Selection Execution 
- Initial Studies Selection 
- Studies Quality Evaluation 
- Selection Review 

. Information Extraction 
4.1. Information Inclusion and Exclusion Criteria Definition 
4.2. Data Extraction Forms
4.3. Extraction Execution

- Objective Results Extraction 
i) Study Identification 
ii) Study Methodology
iii)Study Results 
iv)Study Problems 

- Subjective Results Extraction 
i) Information through Authors 
ii) General Impressions and Abstractions 

4.4. Resolution of divergences among reviewers 
. Results Summarization 

5.1. Results Statistical Calculus 
5.2. Results Presentation in Tables 
5.3. Sensitivity Analysis 
5.4. Plotting
5.5. Final Comments 

- Number of Studies
- Search, Selection and Extraction Bias
- Publication Bias
- Inter-Reviewers Variation. 
- Results Application 
- Recommendations

protocol template.
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• Problem: defines the systematic review target,
describing briefly the research context.

• Question: research question to be answered by
the systematic review. It is important to high-
light that, if the systematic review context is
too wide, it may be necessary to decompose
the research question in secondary questions to
narrow the research target.

• Keywords and synonyms: list of the main terms
that compose the research question. These terms
will be used during the review execution (in case
the search by keywords is chosen as study selec-
tion methodology).

• Intervention: what is going to be observed in the
context of the planned SR.

• Control: baseline or initial data set that the
researcher already possesses.

• Effect: types of results expected in the end of the
systematic review.

• Outcome measure: metrics used to measure the
effect.

• Population: population group that will be
observed in relation to the intervention.

• Application: roles, professional types or applica-
tion areas that will benefit from the systematic
review results.

• Experimental design: describes how meta-analy-
sis will be conducted, defining which statistical
analysis methods will be applied on the collected
data to interpret the results.
In the following section, we present the basis of a scien-
tific research ontology development, which can function as
a useful terminological model for improving the rigor of
investigation in SE, particularly related to systematic
review research.
7. Scientific research ontology for Experimental
Software Engineering

As an explicit specification of the conceptualization, the
scientific research ontology can be useful to guarantee the
terminological homogeneity of the concepts that are to be
used by different researchers, contributing to a higher con-
sistency between the retrieved information and the conse-
quent results.

Such ontology can also be a means to help assessing the
present status of the different taxonomies that are used by
the distinct SE digital libraries and article databases, as
well as their evolution in time. It can function as a reference
instrument to the distinct library taxonomies, for evaluat-
ing and enhancing the degree of their terminological preci-
sion, consistency, and extension, as well as increasing the
degree of commensurability between them.

At the same time the scientific research ontology in SE
can provide elements to help supporting the development
of information extraction tools from the scientific texts in
the field, by identifying, sorting, aggregating, and associat-
ing the related items.

It can also provide support to explicitly present to the
professional the conceptual relations between these items,
according to the existent background knowledge in the
area, as represented in the ontology [73].

In order to accomplish this knowledge representa-
tion task, the research ontology must fulfill some basic
requirements.

From the structural point of view, the organization of
the conceptual structures need to include the two major
types of branching hierarchy, namely taxonomies and
meronomies (meros in greek means ‘part’), respectively
organized according to the is_a and the part_of kinds of
conceptual relationships.

Other types of associative relations between the concepts
must also be included, in order to be able to represent addi-
tional kinds of relevant knowledge structures.

From the semantic viewpoint, the information contents
must contemplate the major categories of concepts pertain-
ing to the different knowledge domains that are involved
in the conduction of systematic reviews in Software Engi-
neering. These conceptual entities are comprised by the
following domains of the Scientific Research ontology:
Experimental Method, Primary Research, Research Syn-
thesis, and Software Engineering. The taxonymic relation-
ships between these specific domains can be seen in the
following diagram (Fig. 3), which presents a taxonomic
hierarchy of domains in the field of scientific knowledge.
The graphical notation that is used for the hierarchical dia-
grams has been adapted from the work of [74,75], and is
applied to the conceptual meta-level of the models. Boxes
are used to represent the concepts, and circles are used
for the conceptual relations.

Information elements and structures about the scientific
method itself, as well as about the experimental method of
research in particular, constitute important parts of the
knowledge to be represented in the ontology. Therefore,
terms such as Experimental Unit, Population, Universe,
Sample, Experimental Unit, Problem, Hypothesis, and
Variable are some that might be included to represent fun-
damental concepts in the Experimental Method ontology.
The two following graphs as displayed below (Figs. 4 and
5) illustrate the first three levels of the taxonomic hierarchy
[76] of the present status of the knowledge representation
of the Experimental Method. The conceptual entity Exper-
imental Element is the highest level hypernym of the Exper-
imental Method ontology, and subsumes the concepts in
the lower levels of the hierarchy. For better visual clarity
of the conceptual representation, each graph separately
displays the second level subcategories.

Figs. 4 and 5 show the subcategories of the conceptual
entities Unit of Study and Object Formulation. Fig. 6
displays the fourth level of the taxonomic hierarchy of
the knowledge representation of the Experimental Method,
showing the sibling subcategories of the Variable concept.
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The concepts that are present in the Primary Research
knowledge domain constitute a major parcel of this uni-
verse, since they constitute the material of Primary Studies
upon which the Research Syntheses are conducted.

The two following graphs (Figs. 7 and 8) illustrate the
first three levels of the taxonomic hierarchy of the present
status of the Primary Research knowledge representation.
The conceptual entity Primary Study Element is the highest
level hypernym of the Primary Research ontology, and
subsumes the concepts in the lower levels of the hierarchy.
For better visual clarity of the conceptual representation,
each graph separately displays the second level subcatego-
ries.

Figs. 7 and 8 show the subcategories of the conceptual
entities Structure of Study and Quality of Study.

As aforementioned, besides containing the taxonymic

type of relationships between concepts, the is_a type, giving
origin to the correspondent taxonomic structures as dis-
played above, the ontology also contains the meronymic

type of conceptual relationship, the has type, composing
the resultant meronomic structures [77]. These can be for-
mally represented both by frame and first order logics as
well as using description logics.

Some examples of this second type of conceptual rela-
tionships, that can be found in the Primary Study ontology,
informally presented in natural language, are:

• Hypothesis has Concepts.
• Hypothesis has Terms.
• Hypothesis has Formulation.
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Fig. 8. Primary study quality, in the Primary Research ontology.
Regarding this last conceptual relationship, it is impor-
tant to notice two major points. First, the Hypothesis
Formulation conceptual structure is formally linked and
dependent on the conceptual elements of the two other
slots of the Hypothesis category. This is necessarily so,
from the scientific methodological perspective. The second
remark is that the Hypothesis Formulation conceptual
structure is also directly linked with both sub-items of the
first section of the Systematic Review Protocol Template,
as presented above, in Section 6 of this paper.

Therefore, these conceptual links can be ontologically
represented, and consequently formally defined, so that it
can enhance both the robustness and the applicability of
the proposed Primary Study ontology and better support
the planning and conduction of systematic reviews in the
field of Software Engineering.

It is noteworthy to say that, from the semantic structure
point of view, the Hypothesis Formulation is a complex
sentence, composed by three basic elements, which respec-
tively correspond to the Independent Variable, the influence

associative type of conceptual relation, and the Dependent
Variable, as disposed in the following syntax:

• Independent Variable influences Dependent Variable

According to the complexity of the causal network rela-
tionships, both terms for the variables can have different
concurrent attributes, such as: (a) be single or multiple;
(b) be generic or specific; (c) be a function or a non-func-
tion between the same kind of variables.

As a consequence, these syntax variants can make the
Hypothesis Formulation result in a more descriptive type
of scientific hypothesis or alternatively in a more prescrip-
tive one.

Therefore we can have different resulting formats for the
hypothesis formulation syntax, such as the following
examples:

• What Condition influences Phenomenon A of Popula-
tion B?

• Does Characteristics A (B, C, . . .) of the Phenomenon D
influence Phenomenon E of Population F?

• Does Doing A (B, C, . . .) in/to the Phenomenon D influ-

ence Phenomenon E of Population F?
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Such as the different levels of the taxonomic structures,
that allow representing nested taxonymic links between dif-
ferent levels of concept specificity, some nested meronymic
conceptual relationships can also be represented. An exam-
ple of this type of concept specificity is the following:

• Intervention has intervention effect.
• Intervention effect has magnitude.
• Intervention effect has precision.
• Intervention effect has reproducibility.

Meronomic hierarchies can also be graphically dis-
played for visually representing the correspondent concep-
tual structures and relationships. The following graphs
(Figs. 9 and 10) show this type of hierarchical organization,
respectively for the concepts Measurement and Outcome,
in the Primary Research ontology. As a consequence of
the combination of both conceptual hierarchy types, the
resulting schematic representations correspond to hybrid
kinds of ontologies [78]: Fig. 9 shows the hierarchical orga-
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Fig. 10. Ontological hybridism represented by meronymic plus taxonymic
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nization for the concept Measurement. Fig. 10 displays
both types of conceptual structures for the category Out-
come, in such a way that hybridity is presented at the same
hierarchical level.

At the same time, terms and concepts referring to the
four experiment types in Software Engineering might as
well be represented. The Guide to the Software Engineer-
ing Body of Knowledge (SWEBOK) [79] provides an
important source of conceptual and terminological entities,
which constitute the ISO recommended standards of con-
tents that should be present in the Software Engineering
field as a discipline. Current initiatives in developing onto-
logies, based on this material, point to the relevant role of
such standards for providing a basis to improve the scien-
tific commensurability of the SE field.

The knowledge domain of the secondary studies also cor-
responds to a major parcel of the elements to be represented,
since they constitute the major conceptual categories for the
professional to define, during the planning, executing, and
analyzing phases of the systematic review approach.
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In this sense, terms such as Internal Validity, Setting
Item, Heterogeneity, Eligibility Criterion, Exclusion Crite-
rion, Formal Methods of Retrieval, Free-Text Search,
Inter-rater Reliability, and Coding Rule are included in
the Research Synthesis ontology.

The three following graphs as displayed below illustrate
the first three levels of the taxonomic hierarchy of the pres-
ent status of the knowledge representation of Research
Synthesis. The conceptual entity Secondary Study Element
is the highest level hypernym of the Research Synthesis
ontology, and subsumes the concepts in the lower levels
of the hierarchy. For better visual clarity of the conceptual
representation, each graph (Figs. 11–13) separately dis-
plays the second level subcategories.

Figs. 11–13 show, respectively, the subcategories of the
conceptual entities Structure of Study, Methodological
Procedure and Quality of Study.
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It is worthwhile to mention that there exist natural
superimpositions between some of the conceptual catego-
ries of the Primary Research ontology and the Research
Synthesis one, since this second scientific research method-
ological approach, the systematic review methodology, is
based on the first one and corresponds to a higher level
of abstraction and generalization of its experimentally
obtained data.

These natural ontological correspondences between
both knowledge representation models point to some of
the taxonomic links that can be established between them
through these specific conceptual nodes.

Other kinds of conceptual relationships can be formally
defined as well, in an inter-ontological space [80], based not
only on other taxonymic relations that are more implicit,
but also on using meronymic and other kinds of associative
conceptual relations between nodes.
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This knowledge engineering methodological process
contributes to add value to the ontology models that are
being developed, both for scientific research in general
and for the Software Engineering field in particular.
Through the incorporation of these multidimensional
semantic contents in the knowledge representation models,
these elements and structures can be used to enhance the
intelligence properties of knowledge-based systems.
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Software
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Fig. 14. Ontologies integration.
8. On going and future work

In this paper, the importance of primary and secondary
experimental studies have been discussed, highlighting their
basic concepts and presenting how these concepts can be
organized aiming at supporting the use of scientific meth-
odology in Software Engineering. In addition, in Section
4 there are indications on how systematic reviews can
support engineering process to build new software tech-
nologies. The Scientific Research Ontology for Software
Engineering presented in this work is presently under
development, and it is based on a conception of ontology
building life cycle that aims at contriving evolving proto-
types that are submitted to progressive changes at each
stage of construction [81]. Delimiting the scope of applica-
tion by the SR generated knowledge might allow the onto-
logy to undergo a more controlled experimental evaluation
process.

As the knowledge acquisition and the documentation
processes, the evaluation process is also performed as a rel-
evant supporting activity throughout the whole ontology
building life cycle. These processes are conducted in paral-
lel to the ontology development activities, and depend on
each phase of the construction process as well as on the
corresponding prototype that has been contrived. The
development of definitions of formal axioms and rules is
an important stage in this process. It aims at guaranteeing
a higher degree of consistency and robustness of the con-
ceptualization and must be enhanced.

This Scientific Research Ontology has been built to
organize knowledge that is being generated from the con-
duction of systematic reviews by our research group on
Experimental Software Engineering at COPPE/UFRJ
(http://www.cos.ufrj.br/~ese). The primary and secondary
studies’ domain we are concerned with is Software Engi-
neering. Therefore, a Scientific Research Ontology should
also include knowledge about this domain. For that rea-
son, a Software Engineering Ontology must be integrated
to the proposed Scientific Research Ontology. This SE
Ontology may be composed of many already described
sub-ontologies, such as Software Process Ontology [20],
Enterprise Ontology [21], Software Maintenance Ontology

[19], or even by aggregating new ones regarding, for
instance, to Web Applications. To illustrate this integration,
Fig. 14 shows the relation between Scientific Research
Approach Ontology and one of Software Engineering’s
sub-ontologies (Software Process Ontology). This relation
implies that every scientific approach is guided by a
process.

To support using all these ideas, one of our Experimen-
tal Software Engineering group’s ongoing research work
concerns the definition and building of a computerized
infrastructure to support the management of knowledge
involved in the experimentation process in Software Engi-
neering. This infrastructure, called eSEE (experimental

Software Engineering Environment), is able to instantiate
software engineering environments in order to support
the definition, planning, execution and packaging of exper-
imental studies, as well as the management of knowledge
produced throughout the experimentation process [82].

We believe that eSEE could support the SR process and
packaging of secondary study results. Therefore, besides
supporting primary studies, the eSEE infrastructure also
is being built to support secondary ones. In order to do
so, the Systematic Review Conduction Process [22,72] will
compose the eSEE’s experimental processes’ repository in
order to allow the instantiation of experimental environ-
ments to support the execution of systematic reviews.

An infrastructure such as eSEE would also benefit from
the definition of an ontology to organize knowledge about
experimental software engineering. This ontology would be
the core to knowledge retrieval, to identify the general
characteristics of the experimental study types and com-
mon knowledge regarding SE experimental studies, as well
as to allow the communication among users and tools,
opening the opportunity to explore e-science concepts into
the Software Engineering experimentation domain. The
scientific research ontology to support systematic review
described in this article represents an initial step towards
a wider Experimental Software Engineering Ontology.
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structure to support software testing planning and control, in:
SBQS2006: V Brazilian Symposium on Software Quality, Brazilian
Computer Society, Brazil, 2006 (in Portuguese).

[71] B. Kitchenham, E. Mendes, G.H. Travassos, A systematic review of
cross- vs. within-company cost estimation models, in: Proceedings of
EASE 2006 – Empirical Assessment in Software Engineering, UK,
2006.

[72] P. Mian, T. Conte, A. Natali, J. Biolchini, G. Travassos, A systematic
review process to software engineering, in: Proceedings of the 2nd
Experimental Software Engineering Latin American Workshop
(ESELAW’05), Brazil, 2005.
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